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We recently proposed a multistage ab initio wavepacket dynamics (MS-AIWD) treatment for the
study of delocalized electronic systems as well as electron transport through donor–bridge–acceptor
systems such as those found in molecular-wire/electrode networks. In this method, the full donor–
bridge–acceptor open system is treated through a rigorous partitioning scheme that utilizes judi-
ciously placed offsetting absorbing and emitting boundary conditions. In this manner, the electronic
coupling between the bridge molecule and surrounding electrodes is accounted. Here, we extend MS-
AIWD to include the dynamics of open-electronic systems in conjunction with (a) simultaneous treat-
ment of nuclear dynamics and (b) external electromagnetic fields. This generalization is benchmarked
through an analysis of wavepackets propagated on a potential modeled on an Al27 − C7 − Al27

nanowire. The wavepacket results are inspected in the momentum representation and the depen-
dence of momentum of the wavepacket as well as its transmission probabilities on the magnitude of
external bias are analyzed. © 2011 American Institute of Physics. [doi:10.1063/1.3534797]

I. INTRODUCTION

Electron transport between donor and acceptor me-
diated by a bridge has a fundamental role in a wide
range of areas. These include biological redox systems,1, 2

where electron transport through an intervening bridge is
central to photosynthesis,3–5 enzyme catalyzed reactions,
advanced materials including photovoltaics,6–16 molecular
nanoelectronics,17–22 charge transfer in DNA and large
biomolecules,23–29 and atmospheric and condensed phase sys-
tems, where solvated electron chemistry30–41 plays an impor-
tant role. In materials chemistry, active research in molecular
electronics has been triggered42–49 partly by the possibility of
silicon based electronic chip technology tending to its inher-
ent physical limitations and through novel developments in
nanofabrication methods.50–54 In addition many of the chal-
lenges encountered here are also relevant to photovoltaic
systems6–16 and solar energy conversion and storage.55–57 The
intensity of current research effort in these areas is due to
the expectation that electronic transport properties may be
tailored with tools of synthetic and surface chemistry.42–45

To this extent, electronic58–62 and optical63, 64 properties of
numerous single molecules,44, 47, 65–67 organic self-assembled
monolayers,68–72 and carbon nanotubes73–76 have been the
subject of earnest experimental and theoretical pursuit.

In the context of molecular electronics, the donor–
bridge–acceptor electron transfer problem is complicated by
the fact that external bias and electrode–molecular wire in-
terface coupling converts the molecular junction into an open
system dictated by a nonequilibrium flow of electrons propor-
tional to the external bias as well as electrode–molecular wire
interface coupling. As a result of such open-system boundary

a)Electronic mail: iyengar@indiana.edu.

conditions, the eigenstates of the molecule interact with those
of the probe to create a broadened set of states. There ex-
ist several computational methods to deal with this problem.
Theoretical studies are generally carried out using Landauer’s
theory and the method of nonequilibrium Green’s functions
(NEGF).42, 72, 77–101 In addition, recent attempts include the
generalization of time-dependent density functional theory to
open-system boundary conditions.100,102, 103

Toward this end, in Ref. 104, we proposed an ap-
proach called the multistage ab initio wavepacket dynam-
ics (MS-AIWD) formalism to study electron delocalization
and transport in an open system. The method includes parti-
tioning the time-dependent Schrödinger equation for the full
donor–bridge–acceptor system into multiple “stages” through
offsetting absorbing and emitting potentials. The absorbing/
emitting potentials are chosen to rigorously cancel, and this
allows an exact partitioning of the full system. The offset-
ting absorbing and emitting potentials describe the coupling
between the multiple stages and allow exchange of electron
density between the donor, acceptor, and bridge regions. The
method in Ref. 104 was inspired by the reactant product de-
coupling approximation105–116 and the use of wavepackets
that are narrow in the coordinate representation (and broad
in energy and momentum representations)117, 118 popular in
quantum scattering theory. In this paper, we further develop
our MS-AIWD method to study electron transport inclusive of
electron-nuclear interactions and coupling to external electro-
magnetic fields. Goals associated with these proposed devel-
opments include (a) treatment of nuclear vibrational effects on
electron transport in the donor–bridge–acceptor open system.
Specifically, current induced forces on the nuclei119–122 and
the associated vibrational signature of the molecule, inclu-
sive of anharmonic effects, during the nonequilibrium elec-
tron transfer process may help understand inelastic electron
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tunneling spectroscopy123–127 results and (b) study of temper-
ature dependence of electron transport, when such tempera-
ture dependence appears as a result of nuclear motion.

This paper is organized as follows. In Sec. II we provide
an overview of the MS-AIWD method. Following this, a
detailed formal examination of the “self-energy” that couples
the bridge molecule with donor and acceptor regions is
provided in Sec. III. Numerical results obtained from the
MS-AIWD formalism are then examined in the momentum
representation in Sec. IV. This provides new perspectives
to analyze the dynamics, and we note subtle effects from
the momentum distribution that arise due to changes in the
initial wavepacket momentum distribution. These effects
are re-examined later in the paper when external fields are
introduced. Consequently, generalizations to MS-AIWD that
include nuclear dynamics and interaction with external fields
are provided in Sec. V. Computational studies are discussed
in Sec. VI. These allow the dynamics of open-electronic
systems with nuclei in the presence of external AC fields
of varying strengths and employ the multistage algorithms
presented here. Conclusions are given in Sec. VII.

II. THE MS-AIWD FORMALISM

A. The multistage partitioning scheme

We start with the full time-dependent Schrödinger equa-
tion

ı¯
∂

∂t
�(t) = (H + �(t))�(t), (1)

where H is the Hamiltonian for the system and contains all
electrons and nuclei in the system and �(t) is the external
bias. We redefine the full Hamiltonian using one-electron
absorbing128–157 and emitting potentials such that

H ≡ H + ıVI−II − ıVI−II + ıVII−III − ıVII−III

+ ıVII−IV − ıVII−IV. (2)

The absorbing potentials VI−II, etc., are localized in space,
which allow us to split the system into multiple stages. We
consider four stages named I through IV and further partition-
ing can be carried out if necessary. (See Fig. 1.) Stage I con-
tains the source (semi-infinite donor) region with an absorb-
ing potential (negative imaginary, ≡ −ıVI−II) at the interface
between stages I and II. Similarly, there appears an absorbing
potential on the interface of stages II–III and stages II–IV. We
denote the wavepacket localized in the stage I region as �I

and similarly for the other stages. Furthermore, as a result of
this spatial separation, we require that the full wavefunction
be additively described as

�(t) ≡ �I(t) + �II(t) + �III(t) + �IV(t). (3)

In our time-dependent approach, the initial wavepacket
�0(t = 0) begins deep inside the source electrode. We as-
sume, without loss of generality, that the source is the left
electrode. We next exploit the absorbing and emitting poten-
tials, by substituting Eq. (2) into Eq. (1), leading to the equa-

FIG. 1. Part (a) displays a schematic for Stages I–III. The light gray vertical
lines represent absorbing potentials introduced between the various stages.
For clarity, part (b) displays stages II–IV. As noted in the discussion, the
initial wavepacket emanates from stage I, proceeds into stage II, and then
either transmits through (stage III) or gets reflected from (stage IV) the
molecule that is present in stage II. The red vertical line represents an emit-
ting potential and is placed at the same position as the absorbing potential
between stages I and II in part (a). Formally we assume that the absorbing
(gray vertical line) and emitting (red) potentials on the left side of part (b) are
infinitesimally close. See Eq. (4) and associated discussion on the offsetting
absorbing/emitting potentials. To facilitate the discussion in Sec. II, this fig-
ure has been reproduced from A. Pacheco and S. S. Iyengar, J. Chem. Phys.
133, 044105 (2010). Copyright 2010, American Institute of Physics.

tions of motions for the partitioned system as

(H + � − ıVI−II) |�I〉 = ı¯
∂

∂t
|�I〉, (4a)

(H + � − ıVII−III − ıVII−IV) |�II〉 + ıVI−II|�I〉

= ı¯
∂

∂t
|�II〉, (4b)

(H + �)|�III〉 + ıVII−III|�II〉 = ı¯
∂

∂t
|�III〉, (4c)

(H + �)|�IV〉 + ıVII−IV|�II〉 = ı¯
∂

∂t
|�IV〉. (4d)

The additive nature of the wavefunction in Eq. (3) allows
this separation. Furthermore, the individual stage Hamiltoni-
ans in Eq. (4) are non-Hermitian, although the full Hamilto-
nian in Eq. (1) may be Hermitian and is additively obtained
from the Hamiltonians for stages I–IV. If the full Hamilto-
nian in Eq. (1) includes effects from coupling to an external
bath, it would also be non-Hermitian; the individual stage-
Hamiltonians however retain their forms listed above. For the
cases where the full Hamiltonian is Hermitian, it is also to be
noted that any unitarity that may result from the full Hamilto-
nian in Eq. (1) is also preserved in Eq. (4). That is, the dissi-
pative nature introduced through the partitioning depicted in
Eq. (4) is fully contained within the domain of definition of
the full Hamiltonian in Eq. (1). This aspect was numerically
and formally demonstrated in Ref. 104.
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B. Wavepacket propagation for the individual stages

The stage I wavepacket is propagated according to

�I(t) = exp

[
− ı HIt

¯

]
�I(t = 0), (5)

where HI ≡ (H + �(t) − ıVI−II). The stage I wavepacket
density gets accumulated in the region of the absorbing po-
tential as a result of the applied external bias �(t), which is
assumed to be slowly varying. The portion of the wavepacket
accumulating in the stages I–II absorbing region acts as a
source for further propagation into stage II. The solution
to the stage II region is obtained using the integrating fac-
tor, exp

[−(ı/¯)
∫ t

0 HIIdt ′], where HII ≡ H + �(t) − ıVII−III

− ıVII−IV, in Eq. (4b),

�II(t) = exp

[
− ı

¯

∫ t

0
dt ′ HII

]

×
{
�II(0) + 1

¯

∫ t

0
dt ′ exp

[
− ı

¯

∫ 0

t ′
dt ′′ HII

]

× VI−II�I(t
′)
}

. (6)

If we assume that �(t) is slowly varying with respect to the
time step, δt , a propagation scheme for stage II is given by

|�II(t + δt)〉 = exp

[
− ı

¯
HIIδt

]

×
[
|�II(t)〉 + δt

2¯
VI−II|�I(t)〉

]

+ δt

2¯
VI−II|�I(t + δt)〉 (7)

or

|�̃II(t + δt)〉 = exp
(
− ı

¯
HIIδt

)
|�̃II(t)〉

+ δt

¯
VI−II|�I(t + δt)〉, (8)

where

|�̃II(t)〉 = |�II(t)〉 + δt

2¯
VI−II|�I(t)〉. (9)

Note that the first term in Eq. (7),

exp

[
− ı

¯
HIIδt

]
|�II(t)〉 , (10)

corresponds to unitary evolution in conjunction with dissipa-
tive terms, {−ıVII−III − ıVII−IV}. The additional source term
for stage II may be written using the second and third terms
of Eq. (7) as

exp

[
− ı

¯
HIIδt

] [
δt

2¯
VI−II|�I(t)〉

]
+ δt

2¯
VI−II|�I(t + δt)〉

= δt

2¯

{
exp

[
− ı

¯
HIIδt

] [
VI−II|�I(t)〉

]

+ VI−II

(
exp

[
− ı

¯
HIδt

]
|�I(t)〉

)}
. (11)

Thus, on the one hand the stage I wavepacket, |�I (t)〉,
is projected onto the absorbing domain through the ac-
tion of VI−II and the resultant wavepacket is propagated
using the stage II propagation operator, exp

[−(ı/¯)HIIδt
]
.

(This is seen from the first term on the right side above.)
On the other hand, the stage I propagated wavepacket,
|�I(t + δt)〉 [≡ exp

[−(ı/¯)HIδt
] |�I(t)〉

]
, is also directly fil-

tered through the action of VI−II. These two together consti-
tute the net-source for stage II. Thus, stage I wavepackets
from two different time steps simultaneously act as a source
for stage II.104

Equation (6) is the integral form of Eq. (4b). Another dif-
ferential form of Eq. (6) that is analogous to Eq. (4b) can be
written down using a Taylor series expansion for the first term
on the right hand side up to first order and combining with the
term on the left hand side as104(

ı¯
∂

∂t
− HII

)
�II(t) = ı

δt
exp

[
− ı

¯
HIIδt

] ∫ t+δt

t
dt ′

× exp

[
− ı

¯
HII(t − t ′)

]
VI−II�I (t ′).

(12)

The right side above is, of course, the continuous generaliza-
tion of the second and third terms in Eq. (7), that is, the terms
in Eq. (11), and includes a memory kernel arising from inter-
action with stage I in this case. The memory kernel here arises
purely as a result of coupling of stage II to the other stages.

It is further important to note that different kinds of ap-
proximate Hamiltonians can be employed to describe stage I,
the electrode region, and stage II, the molecule and molecule–
electrode interface region. For example, if a uniform elec-
tron gas approximation158 is used to describe the electrode re-
gion, this would correspond to the commonly used wide-band
approximation.159 Tight-binding methods can be used as well,
and if desired more accurate electronic structure methods can
be used. In all the cases the regions of the system are fully
coupled as outlined above. Furthermore, as seen in Ref. 104,
flow of electronic flux between the different regions is rig-
orously accounted as a result of the offsetting absorbing and
emitting boundary conditions introduced in Eq. (2). Since dif-
ferent quantum mechanical (QM) approximations can be used
for the different regions, the approach proposed here belongs
to the general class of QM/QM methodologies.160–167 But, as
noted the partitioning here begins from the time-dependent
Schrödinger equation and exchange of electron density is al-
lowed between the multiple QM regions.104

We finally note that the wavepacket densities accumu-
lated in the stages II–III and II–IV absorbing regions are used
as source for further propagation into stages III and IV, re-
spectively. Transmission and reflection coefficients are com-
puted from these propagated wavepackets.

1. Backscattering

If the absorbing potentials on either side of stage II are
not placed deep inside the electrodes, then there is a pos-
sibility of backscattering from stages III and IV into stage
II. This could also be the case for systems where there is
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a large degree of molecule–electrode coupling. To account
for such a backscattering, we modify Eq. (7) by including
“source” terms from the back-scattered stage III and stage IV
wavepackets as

|�̃B
II (t + δt)〉 = exp

(
− ı

¯
HIIδt

)
|�̃B

II (t)〉

+ δt

¯
|�source(t + δt)〉, (13)

where

|�̃B
II (t)〉 = |�B

II (t)〉 + δt

2¯
|�source(t)〉, (14)

|�source(t)〉 = VI−II|�I(t)〉 + V ′
IV−II|�IV(t)〉

+ V ′
III−II|�III(t)〉, (15)

with V ′
III−II and V ′

IV−II being the absorbing potentials corre-
sponding to the backscattering from stage III into stage II and
stage IV into stage II, respectively, and |�B

II (t)〉 is the cor-
rected stage II wavepacket. In other words, the source term
for stage II is now modified to include coupling with stages I,
III, and IV.

III. THE “SELF-ENERGY,” AS IT ARISES FROM
MS-AIWD

It is important to note that the formalism above has
a representation of the “self-energy” of the electrode given
by the actual interaction term involving the electrode and
the electrode–molecule interface. This is because the initial
wavepacket for stage II, which was developed by propaga-
tion through stage I, contains information about the eigen-
states of the electrode in stage I, which is now coupled with
the molecular wire in stage II. In case of backscattering, the
initial wavepacket for stage II also includes information about
the eigenstates of stages III and IV. (See Sec. II B 1.) In this
section, we show that the MS-AIWD propagated wavepacket
contains information about the “self-energy” interaction with
electrodes. This can be seen by choosing the (arbitrary) ab-
sorbing and emitting potentials such that

VII−I|�II〉 = VI−II|�I〉 (16)

inside the domain of definition of VI−II (the absorbing region
between stages I and II) during the time-interval where the
source term from stage I is nonzero. Under these conditions
there is coupling between stages II and I, and we may rewrite
Eq. (4b) as

[H + � + ıVII−I − ıVII−III − ıVII−IV]|�II〉 = ı¯
∂

∂t
|�II〉

(17)

or

ı¯
∂

∂t
|�II〉 = [H + �(t) + ı�] |�II〉, (18)

where

� = �a + �d (19)

and �d = VII−I − VII−IV, and �a = −VII−III. Recognizing that
the general solution to the full time-dependent Schrödinger
equation comprises a linear combination of waves moving
from left to right and those moving right to left,

|�II〉 = cL |�L
II 〉 + cR|�R

II 〉, (20)

where |�L〉 and |�R〉 are the left- and right-moving states, re-
spectively. To obtain |�R

II 〉, we may reverse the roles of stages
I, III, and IV in Eq. (4), which yields

ı¯
∂

∂t
|�L

II 〉 = [
H + �(t) + ı�L

] |�L
II 〉, (21a)

ı¯
∂

∂t
|�R

I I 〉 = [
H + �(t) + ı�R

] |�R
I I 〉, (21b)

and

ı¯
∂

∂t
|�II〉 = [H + �(t)] |�II〉 + ı

[
�LcL

] |�L
II 〉

+ ı
[
�RcR

] |�R
II 〉, (22)

where, following Eq. (19), �L = V L
II−I − V L

II−IV − V L
II−III and

�R = V R
II−I − V R

II−IV − V R
II−III, and we have indexed the

absorbing/emitting potentials based on the direction of inci-
dence of the initial wavepacket. Since the treatment here is
time-dependent, the left- and right-moving states are obtained
through choice of the initial wavepacket. That is, to construct
left-moving states, the initial wavepacket is to be chosen on
the right electrode and emanates toward the target molecule
on its left. This is done by reversing the spatial sense of prop-
agation in Eq. (4).

Equations (17), (18), and (22) provide general prescrip-
tions for relating a time-dependent NEGF theory with the
MS-AIWD scheme. We stress again that �L and �R are com-
binations of left and right self-energies, as in Eq. (19). In
general, when backscattering is included [see Eq. (13)], these
self-energies essentially “damp-out” left- and right- moving
waves into and out of the molecular wire region. In this sense,
one would expect �L = �R = �L/R in most cases and here
Eq. (22) would reduce to

ı¯
∂

∂t
|�II〉 = [H + �(t)] |�II〉 + ı�L/R|�II〉〉. (23)

However, for systems that may display a memory effect or
nonlocal interactions, �L �= �R and the more general form of
Eq. (22) takes into account this effect.

IV. NUMERICAL INSPECTION OF THE MULTISTAGE
TIME-DEPENDENT WAVEFUNCTION IN THE
MOMENTUM REPRESENTATION

In Ref. 104, we benchmarked the MS-AIWD formal-
ism using a variety of wavepackets differing in widths and
initial momenta on an analytical potential modeled on an
Al27 − C7 − Al27 nanowire. We showed that the MS-AIWD
formalism correctly reproduced the dynamics obtained in ab-
sence of the partitioning scheme. We also showed that de-
pending on the width of the initial wavepacket, the average
momentum of the wavepacket displayed a different behavior.
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In this section, we analyze the behavior of the time-
dependent wavepacket for this system in the momentum rep-
resentation. As in Ref. 104, an analytical potential is modeled
as Gaussians centered on the nuclear positions of the Aln −
C7 − Aln nanowire, with parameters chosen to reproduce the
well depths of the electrostatic potential around the nuclei,

V (x) =
∑

i

−1√
aπ

exp

[−(x − xi )2

a

]
(24)

and

a =
{

0.2, C atom
0.15, Al atom .

(25)

The linear chain of Aln atoms is considered to be electron
reservoirs on either side of the carbon-nanowire. The posi-
tions of the nuclei are obtained from a geometry optimization
for a molecule with n = 6 using B3LYP/6-311++G(d,p)
level of theory. Additional Al atoms were then added on
either sides of the molecule at distances of 2.8364 Å, which
is the shortest distance between two Al atoms in an fcc
crystal,168 to model an n = 27 atom system. The initial
wavepacket is chosen as a Gaussian centered at x0, with
width, σ , and initial momentum, P0, and has the form

σ�P0 (x) = 1√
2πσ

exp

[
− (x − x0)2

2σ 2

]
× exp(ı P0 × x). (26)

The absorbing potentials are chosen to have the
form,129, 132, 133

TABLE I. Parameters used for the absorbing potential
[Eq. (27)].

V0 α R′
I−II R′

II−III (IV) R′
left (right) edge

11.6 eVa 1.5 Å−1 −18 Å +(−)27 Å −(+)75 Å

aReference 168.

Vabs(R) = V0

1 + exp(α ∗ (R − R′))
, (27)

where R′ defines the boundary plane between the stages. Ide-
ally, V0 should be equal to the Fermi energy level of the re-
spective electrode so that at a distance R′, the potential re-
duces to half the Fermi energy level of the electrode. A slow
decaying potential is obtained using a smaller value for α,
and due to the long tail a considerable portion of the elec-
trode should be included in addition to the wire and contacts.
The values used for the parameters in Eq. (27) can be found
in Table I. In addition, Fig. 2 provides an illustration of the
problem.

In Fig. 3, we provide the initial (t = 0 fs), final (t = 5 fs),
and average wavepacket density distributions in the mo-
mentum representation. The average wavepacket density,
ρav(Px ) ≡ χ∗

av(Px )χav(Px ), is calculated from the average

−1

−0.5

 0

−80 −60 −40 −20  0  20  40  60  80

V
(R

)

X(Å)

V
(R

)

X(Å)

0.000 fs

I+IV II III F

(a)

−1

−0.5

 0

−30 −20 −10  0  10  20  30

V
(R

)

X(Å)

V
(R

)

X(Å)

1.000 fs

I+IV II III F

(b)

FIG. 2. The model system comprises aluminum atoms (a few of which are depicted using blue solid circles) as electrodes and carbon atoms (black solid circles)
as the bridge molecule. The potential [Eq. (26)] is shown in the bottom panel in gray and the absolute value of the absorbing and emitting potentials [Eq. (27)]
are shown as decay functions superimposed on the potential. The initial wavepacket is shown on the top panel of (a) and the multistage wavepackets, labeled as
I + IV, II, and III, to represent stages I–IV, are shown at 1 fs time into the dynamics in (b). The top panel of both figures also shows the full wavepacket that is
obtained when the multistage partitioning scheme is not used. As seen in Ref. 104, these agree well with the multistage wavepackets.
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FIG. 3. Wavepacket density in the momentum representation at time [(a) and
(b)] 0 fs, [(c) and (d)] 5 fs, and [(e) and (f)] dynamical average [Eq. (28)].
Parts (a), (c), and (e) describe the dynamics of an initial wavepacket that is
narrow in the coordinate representation, with σ = 0.4 Å in Eq. (26), whereas
parts (b), (d), and (e) represent a wider initial wavepacket with σ = 4.0 Å
in Eq. (26). The σ = 0.4 Å wavepackets have a wider momentum distribu-
tion (a) and hence sample a similar set of momentum eigenstates and dis-
play similar dynamics [(c) and (e)]. The σ = 4.0 Å initial wavepackets on
the other hand have a narrower momentum distribution (b) and sample com-
pletely different momentum eigenstates during the dynamics which is further
highlighted in Fig. 4.

wavepacket in the momentum representation,

χav(Px ) = 1

T

∫ T

0
dt

∫ ∞

−∞
dx ei Px x/¯�(x ; t), (28)

where �(x ; t) is the wavepacket in the coordinates represen-
tation. The time evolution in the momentum representation is
presented in Fig. 4.

All wavepackets with broad initial momentum distribu-
tion [Figs. 3(a), 3(c), 3(e), and 4(a)–4(d)] sample approxi-
mately the same set of momentum eigenstates. This is seen
from the rather similar distributions in Figs. 3(c) and 3(e) as
a function of initial momentum and the strong emergence of
the 0 a.u and ≈ ±1.8 a.u. momentum peaks in Figs. 3(e) and
4(a)–4(d). Hence the behavior of these initial wavepackets is
not very different from each other.

This is, however, not the case for the wavepackets with
narrow initial momentum distribution [Figs. 3(b), 3(d), 3(f),

and 4(e)–4(h)]. First, there is a marked difference between
the behavior of the narrow and wide initial wavepackets. The
wavepackets with narrow initial momentum distribution are
“almost pure momentum eigenstates” at the initial time step
(since they are narrow in the momentum representation) and
sample different sets of momentum eigenstates. [Compare
Figs. 3(a) and 3(b).] As a result, these disperse substantially
upon impinging the potential which is seen from the pro-
nounced structure in Figs. 4(e)–4(h). Thus the difference in
sampling in the initial momentum distribution yields very dif-
ferent time-dependent behavior. Compare the fact that the dif-
ferent wavepackets in Figs. 3(d) and 3(f) have very different
behavior with respect to each other. For example, the peaks in
Fig. 4(h) appear to emanate from a 2.0 a.u. momentum [which
is consistent with the initial momentum distribution for the
2.18 a.u. curve in Fig. 3(b)] and disperse substantially with
time, leading to a large spreading of the wavepacket in the mo-
mentum representation. This is certainly not the case for the
wavepackets with broad initial momentum distributions. The
relatively symmetric initial structure of contributions from
the momentum representation to the wide wavepacket density
results in an equal number of positive and negative momen-
tum states sampled during the dynamics. The absence of such
a symmetry for the narrow wavepackets results in a complex
momentum distribution.

In fact, due to this complex behavior one does not
expect a monotonic (or Ohmic-like) behavior of the aver-
age momentum as a function of initial momentum for the
narrow initial wavepacket case. This aspect was seen in
Ref. 104. (See Fig. 10(a) in Ref. 104, which is reproduced
here in Fig. 5 for completeness.) The non-Ohmic portion of
this result, that is the portion of green curve in Fig. 5 that
depicts a negative slope for the average momentum as a func-
tion of initial momentum, appears to be similar to that noted
in negative differential resistance71, 169 studies. This is the
case when one notes that an external electric field directed
along the axis of the wire would have a first order effect of
modifying the momentum of the initial wavepacket. Indeed,
we find similar results in Sect. VI C, where external fields
are included in the MS-AIWD. These physical results arise
due to a nonmonotonic distribution of transmission amplitude
(and hence average momentum) as a function of external bias
(and hence initial momentum). This aspect is already seen
in the simple system depicted here purely due to the sharp-
ness of the initial wavepacket in the momentum representa-
tion.

In Sec. V, we generalize MS-AIWD to include effect of
nuclear motion and effect of external fields.

V. COUPLED ELECTRON-NUCLEAR DYNAMICS FOR
OPEN-ELECTRONIC SYSTEMS IN THE PRESENCE OF
EXTERNAL FIELDS

We first discuss generalizations to include nuclear dy-
namics. Following this, we incorporate external fields.

The full Hamiltonian, H , for coupled electron-nuclear
dynamics of the donor–bridged–acceptor system may be
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FIG. 4. Contour maps of wavepacket density evolution in time in the momentum representation. The subfigures depict the initial wavepacket configuration. In
addition to the notation in Eq. (26), the subfigure indices include the average momentum [in atomic units (a.u.)] on the superscript. The dominant momentum
eigenstates that contribute to dynamics differ strongly between the narrow and wide wavepackets.

expanded about a local minimum for the nuclear framework
as

H =
N∑

ζ=1

−¯2

2Mζ

∇2
ζ +

n∑
i=1

−¯2

2me
∇2

i +
∑
ζ,ζ ′

�R�
ζ kζ ζ ′�R′

ζ

+
∑
i,ζ

V (ri , Rζ ), (29)

where the first two terms are the kinetic energy operators for
the nuclei and electrons, respectively, and the third term is
the interaction between the nuclei expressed as a second order
Taylor series expanded about a local minimum, i.e., within the
harmonic approximation. Correspondingly, kζ ζ ′ is the Hessian
matrix and the last term is the electron-nuclear potential. We
make an assumption that the rotational and translational de-
grees of freedom are small and can be neglected. If this is
not the case, suitable additional degrees of freedom can be
included. In addition, in this particular study, we assume the
effect of anharmonicity in nuclear motion to also be negligi-
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FIG. 5. Time average of the expectation values of the wavepacket momen-
tum, 〈P〉av = 1/T

∫ T
0 dt 〈χ (t) | p̂| χ (t)〉 as a function of initial wavepacket

momentum, P0, and width, σ , in the coordinate representation [Eq. (26)] in
atomic units. This figure has been reproduced from A. Pacheco and S. S. Iyen-
gar, J. Chem. Phys. 133, 044105 (2010). Copyright 2010, American Institute
of Physics.

ble. In these cases, we can then express the Hamiltonian in
terms of the 3N − 6 nuclear degrees of freedom (3N − 5 for
linear systems) within the harmonic approximation. We then
write the Hamiltonian for an electron wavepacket interact-
ing with the nuclei in terms of the generalized normal mode
coordinates as

H = 1

2

3N−x∑
i=1

(
Q̇2

i + ki Q2
i

) − ¯2

2me
∇2 +

3N∑
ζ=1

V (r, Rζ ),

(30)

where x is either 5 or 6 depending on the linear or non-
linear case. The mass weighted Cartesian coordinates, {Rζ

≡ √
Mζ Rζ }, are related to the generalized normal mode coor-

dinates through a transformation matrix as

�Rζ = (Rζ − R(0)
ζ ) =

∑
i

Aζ i Qi (31)

or

�Rζ = (Rζ − R(0)
ζ ) =

∑
i

Aζ i√
Mζ

Qi =
∑

i

Aζ i Qi , (32)

and R(0)
ζ = R(0)

ζ /
√

Mζ is the equilibrium position of the ζ

coordinate.
In this paper we utilize the Ehrenfest dynamics170–179

approach to treat the dynamics of the open system electrons
and nuclei. The resultant equations of motion for open system
electrons and nuclei are

ı¯
∂

∂t
ψe(r ; t) = Heψe(r ; t), (33)

with He = 〈ψn(R; t)|H |ψn(R; t)〉 and

Q̈i = Ṗi = − ∂Vn

∂ Qi
−

∑
ζ

∂ Rζ

∂ Qi

∂Ve(Rζ )

∂ Rζ

= −ki Qi − 2
∑

ζ

Aζ i (r − Rζ )√
Mζ

∂Ve(Rζ )

∂ Rζ

, (34)
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where

Vn = 1

2

3N−5∑
i=1

ki Q2
i , (35)

Ve(Rζ ) = 〈ψe(r ; t)|V (r, Rζ )|ψe(r ; t)〉, (36)

and we use Eq. (24) for the electronic potential in the numer-
ical section of this paper. The electronic potential now be-
comes time-dependent as a result of nuclear motion, which is
noted below.

The position and momenta of the nuclei are propagated
using the velocity verlet180, 181 algorithm

Q̇i (t + dt) = Q̇i (t) + dt

2

[
Q̈i (t + dt) + Q̈i (t)

]
, (37)

Qi (t + dt) = Qi (t) + Q̇i (t) dt + dt2

2
Q̈i (t). (38)

The propagated nuclear positions are then used to construct
a new electron-nuclear potential using the transformation in
Eq. (32). The electron wavepacket is subsequently propa-
gated, using the MS-AIWD scheme outlined earlier in this
paper, and the resulting wavepacket averaged potential is used
to compute forces on the nuclei for the next propagation
step. Thus, the electron wavepacket is propagated on a time-
dependent potential coupled to nuclear motion constructed
within the harmonic approximation.

To account for the effect of external fields on the
electron-nuclear dynamics in open-systems, we invoke the
dipole approximation.182, 183 Here the electronic Hamiltonian
is modified according to

He =
n∑

i=1

1

2me

(
ı¯∇i − e

c
A

)2
+ Ve + eφ

=
n∑

i=1

−¯2

2me
∇i

2 + Ve

︸ ︷︷ ︸
H 0

e

−
n∑

i=1

[
ıe¯

2mec
∇i · A + ıe¯

mec
A · ∇i

]
+ e2

2mec2
|A|2 + eφ

︸ ︷︷ ︸
H ′

, (39)

where A and φ are the vector and scalar potentials, respec-
tively, and Ve is electron-nuclear interaction potential defined
in Eq. (36). We have assumed in this paper that the field af-
fects nuclear motion to a lesser extent as compared to the
electronic wavepacket. This approximation can be lifted in
future through application of a wavepacket description of
nuclei.184–188 Using the Coulomb gauge followed by a trans-
formation where the 4-vector gradient of

[−r · A
]

is zero, i.e.,
�

[−r · A
] ≡ 0, we obtain

H ′ = e
2ω|A0|

c
ε · r cos(ωt − φ)

= eE0ε · r cos(ωt − φ), (40)

which also defines E0. Here, we utilize this perturbation term
in the electronic Hamiltonian within the MS-AIWD approxi-
mation.

VI. NUMERICAL TESTS FOR COUPLED
ELECTRON-NUCLEAR MS-AIWD DYNAMICS UNDER
THE INFLUENCE OF ELECTROMAGNETIC FIELDS

Here, we benchmark the MS-AIWD formalism inclu-
sive of coupled electron-nuclear dynamics and applied elec-
tromagnetic AC fields of varying strengths. However, before
we proceed, in Sec. VI A we briefly describe an efficient im-
plementation of our quantum propagation scheme with more
details in the Appendix. This discussion is particularly crit-
ical to the computational implementation as a result of the
highly delocalized electron distribution dynamics. Follow-
ing this, benchmarks inclusive of coupled nuclear dynamics

are provided in Sec. VI B and dynamics of the electronic
open system in the presence of external fields is provided in
Sec. VI C.

A. Numerical propagation of the electronic
wavepacket using “distributed approximating
functionals” (DAFs)

The time evolution of the wavepacket �(RQM, t) is ap-
proximated using the symmetric split operator approach

exp

{
− ı Ht

¯

}
= exp

{
− ı Ṽ t

2¯

}
exp

{
− ı K t

¯

}

× exp

{
− ı Ṽ t

2¯

}
+ O(t3), (41)

where the potential, Ṽ , includes the electron-nuclear coupling
term, Ve in Eq. (39), the perturbation due to external field,
H ′ in Eq. (39), and the offsetting absorbing/emitting poten-
tials introduced in MS-AIWD. The quantity K is the kinetic
energy operator. The free propagation of the wavepacket is
represented here using distributed approximating functional
(DAF) (Refs. 189 and 190) and is given by184, 185

�(Ri
QM; t + �t) = exp

{
− ı K�t

¯

}
�(R j

QM; t)

≡ K̃σ ′(0),MDAF (Ri
QM−R j

QM; �t)�(R j
QM; t)

= 1√
2πσ ′(0)

∑
j

exp

{
− (i − j)2

2 {σ ′(�τ )}2

}
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×
MDAF/2∑

n=0

(
σ ′(0)

σ ′(�τ )

)2n+1 (−1

4

)n

× 1

n!
H2n

(
i− j√

2σ ′(�τ )

)
�(R j

QM; t),

(42)

where (Ri
QM − R j

QM) = (i − j)�x , �τ = �tQM/MQM(�x)2,
�x is the grid discretization in one dimension, H2n are even
order Hermite polynomials, and the time dependent (com-
plex) width of the Hermite functions is given by

{σ ′(�τ )}2 = {σ ′(0)}2 + ı�τ¯. (43)

Here, σ (0) = �xσ ′(0) is the width of the initial wavepacket.
The parameters MDAF, σ (0), �x , �t , and MQM determine the
accuracy and width of the DAF. The parameters MDAF and
σ ′(0) are coupled, and it has been shown191–194 that for a given
value of MDAF, there exists a σ ′(0) that provides optimal accu-
racy for the propagation. Multidimensional forms of the above
propagator are obtained through direct product.

It is worth noting a few characteristics of Eq. (42). For
any fixed level of approximation, determined by the choice
of parameters MDAF and σ ′(0), the kernel in Eq. (42) only
depends on the quantity (Ri

QM − R j
QM) that is the distance

between points in the coordinate representation and goes to
zero as this quantity becomes numerically large on account
of the Gaussian dependence. This yields a banded matrix
approximation to Eq. (42), for any finite MDAF and σ ′(0).
Furthermore, on account of its dependence on (Ri

QM − R j
QM),

a matrix representation of Eq. (42) has the property that all
diagonal elements of this matrix are equal; similarly, all nth
super and subdiagonal elements are the same. Such a matrix
is called a Toeplitz matrix. On account of such attractive
mathematical properties, Eq. (42) provides great simplicity in
computation of the quantum propagation. An efficient imple-
mentation of the associated propagation scheme is discussed
in the Appendix. Furthermore, the accuracy of the DAF ap-
proximation has been actively benchmarked in Refs. 191 and
192. It has been shown to compare favorably with other prop-
agation schemes. Specifically, the accuracy of the propagation
scheme has been demonstrated in Ref. 192 for the reactant
product decoupling approximation of quantum scattering
theory which is a basis for the MS-AIWD formalism.

B. Benchmarks on coupled electron-nuclear
dynamics for open systems

The model system considered is described in Sec. IV.
Additional parameters used in our study can be found in
Table II. The 3N − 5 normal mode displacement vectors ob-
tained from the frequency calculation on the cluster provide
the transformation matrix between the normal mode coordi-
nates and the Cartesian coordinates, as given by Eq. (32).
Equations (33) and (34) are solved simultaneously where the
nuclei are propagated using Eqs. (37) and (38) in an aver-
age potential due to the electron wavepacket. The electron
wavepacket is propagated within the MS-AIWD formalism
with simultaneous evolution of nuclear positions, as given by

TABLE II. List of parameters used for propagation, potential, and
wavepacket description used for the benchmark calculations.

(a) Dynamics parameters (b) Initial wavepackets

MDAF �x σ ′(0) Gridpoint 0.4�0 0.4�0

60 0.04 Å 2.574 4001 x0 −48 Å
σ/Å 0.4 4.0

Eq. (38). This results in a time-dependent potential acting on
the electron wavepacket.

In Fig. 6 we provide the evolution of the nuclear poten-
tial [Eq. (35)], kinetic, and total energies with respect to their
dynamical average. The potential and kinetic energies vary in
a similar fashion, and this results in variance in total classi-
cal energy of the order of a few ten microhartree. The total
energy for the complete electron-nuclear system is well con-
served for the duration of the dynamics, where the wavepacket
is localized within the grid and does not enter the dissipative,
absorbing potentials at either ends of the grid. (See Table I for
the positions of absorbing regions.) The nuclear dynamics is
conservative to a lesser extent; we use force correlation func-
tions below to gauge the coupling and exchange of energy be-
tween the nuclear degrees of freedom and the open-electronic
system. In addition, the potential and kinetic energies oscil-
late with a time period of 0.15 fs superimposed on a larger
time period of 3 fs. The amount of energy transferred into the
nuclear subsystems is quantified by calculating by the force
correlation function for the nuclear motion since this quan-
tity is directly proportional to the electron–phonon coupling
matrix elements,195

F(ω) ∝
∫ +∞

−∞
dt e−ıωt 〈F(t)F(0)〉, (44)

where Fi (t) = −dV ( R; t)/d Ri (t) is the force on the i th nu-
clei and V is the total potential on the classical nuclei given
as the sum of Eqs. (35) and (36). In Fig. 7, we provide the
force correlation function, F(ω), in two energy regimes. The
oscillations in the classical potential energy with time periods
at 0.15 and 3 fs described earlier appear as peaks in the force
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FIG. 6. Evolution of the potential (red), kinetic (blue), and total (green) en-
ergies for the nuclei with respect to the dynamical average for the narrow
wavepacket (σ = 0.4 Å) in the absence of external AC fields. The behavior
for the broad wavepacket (σ = 4.0 Å) is qualitatively similar.
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FIG. 7. The force correlation spectra for the narrow and wide wavepackets in
the two energy regimes corresponding to oscillations in the classical potential
as shown in Fig. 6. The spectra for the wide wavepacket are shifted for clarity.

correlation spectra at 13.67 and 0.67 eV, respectively. This is
the case for both narrow as well as wide initial wavepackets.
The 0.67 eV peak lies well within the wavepacket flux spec-
trum seen in Ref. 104, which depicts the collective motion
of the electrons through the nanowire, whereas the 13.67 eV
peak is close to the Fermi energy level of the Al electrode
(11.6 eV).

C. Influence of external AC fields

In this subsection, we benchmark the MS-AIWD formal-
ism, including coupled electron-nuclear dynamics in the pres-
ence of an external field. We benchmarked the MS-AIWD
formalism by applying an oscillating electric field along in-
ternuclear axis of the Al54C7 nanowire with a frequency,
ω = 0.22 a.u. = 1.447 fs−1, corresponding to the energy dif-
ference between the lowest two eigenstates of the electron-
nuclear potential localized in the electrode region and a
phase of φ = 3π/2 so that the electric field starts from zero.
The HOMO–LUMO gap in the Al27 − C7 − Al27 wire calcu-
lated at the B3LYP/6-31++G(D,P) level of theory is 0.0089
hartrees, while that of the Al6 − C7 − Al6 molecule is 0.013
hartrees. In addition, the Fermi energy level of the Al elec-
trode is 11.6 eV or 0.426 hartrees. We benchmark our ap-
proach by applying various electric fields and defining strong
fields as those with energy greater than the Fermi energy of
the electrode and weak fields as those with energy less than
the HOMO–LUMO gap for the molecule. In Table III, we list
the various electric field strengths and the corresponding in-
tensities that are used for the following benchmarks.

In Fig. 8, we plot the average momenta for the narrow and
wide wavepackets as a function of applied electric field, while
in Fig. 9, we plot the average wavepacket density in the mo-
mentum representation. At low fields (below 0.01 a.u.), the
average momentum is roughly constant. [Note that the grid
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FIG. 8. Comparison of the time average of the expectation values of the
wavepacket momentum, 〈P〉av = 1/T

∫ T
0 dt 〈χ (t) | p̂| χ (t)〉, as a function of

applied electric field strength. The momenta are in atomic units, with the left
axis describing the narrow wavepacket and the right axis describing the wide
wavepacket.

spacing in the momentum representation is 0.02 a.u. which
introduces a numerical uncertainty of a similar order.] This is
also reflected in the behavior of the wavepacket density in the
momentum representation. [See bottom three panels of Fig. 9
as well as Figs. 10(a), 10(b), 10(e), and 10(f).] Furthermore,
as is to be expected, Figs. 10(a), 10(b), 10(e), and 10(f) are
quite similar to the corresponding field-free results in Fig. 4.
That is, in the low-field regime, the system behaves quite sim-
ilar to field-free limit. This aspect is also reflected in the be-
havior of the transmission probability (that is the probability
density in stage III) as a function of electric field strength as
shown in Fig. 11. This implies that the electric field has very
little effect on electron transport, which should be the case
since the field is too weak to bring about electronic transitions
and hence a difference in the electron transport mechanism.

For intermediate electric field strength, Fig. 8 indicates
that the average momentum increases almost linearly (i.e.,
Ohmic behavior) with increasing field strength. This is true
for both narrow as well as wide wavepackets. This aspect is
consistent with Fig. 9, which indicates a corresponding in-
crease in the amplitude of the wavepacket density in the posi-
tive momentum region. However, for stronger field strengths,
the average momentum (Fig. 8) does not increase monotoni-
cally, but instead first plateaus out at E0 = 0.5 a.u. or around
the Fermi energy level of the electrode. Further increase in
field strength leads to a reduction in average momentum.
This is due to the relative decrease in the amplitude of av-
erage density for the momentum eigenvalues above 0.5 a.u.,
as seen in the top panels in Fig. 9. [This is similar to the
field-free case shown in Fig. 5.] Furthermore, a sample of this

TABLE III. Electric ac field parameters used to benchmark MS-AIWD.

Weak field Intermediate field Strong field
E0

a 0.001 0.005 0.01 0.025 0.05 0.075 0.1 0.25 0.5 0.75 1.0
E0/1010 b 0.051 0.257 0.514 1.286 2.571 3.857 5.142 12.855 25.711 38.567 51.422

I = ε0cE2
0

2

/
1016 c 0.035 0.877 3.509 21.934 87.736 197.41 350.94 2193.403 8773.61 19740.63 35094.45

aUnits: atomic units.
bUnits: V m−1.
cUnits: W m−2.
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FIG. 9. Plot of the average wavepacket density in the momentum represen-
tation for (a) narrow wavepacket with σ = 0.4 Å and (b) wide wavepacket
with σ = 4.0 Å.

dissipative process is provided in Figs. 10(c), 10(d), and
10(g), and 10(h). In terms of the transmission probability, this
is depicted by a steady shift in the peak around 1 fs toward
smaller time-scales. This implies that the electron wavepacket
is entering the stage III region or the acceptor side at earlier
times.

A possible reason for this reduction in average momen-
tum with field strength, for the stronger fields, can be under-
stood as follows. As the electric field strength approaches the
Fermi energy of the electrode, the wavepacket is completely
delocalized over the entire momentum space, as seen in
Fig. 9. This leads to roughly equal contributions from negative
and positive momentum eigenstates and subsequently leads to
a reduction in average momentum. For the transmission prob-
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FIG. 11. Evolution of the transmission probability for the calculations out-
lined in Fig. 8.

ability, this is reflected by a broad spread for both the narrow
and wide wavepackets, as seen in Fig. 11. It is interesting that
such a complex behavior of electron transport can be obtained
from the simple model for electron transport in open system
dealt with here.

VII. CONCLUSION

In this paper we have generalized our recently developed
multistage ab initio wavepacket dynamics104 formalism to in-
clude coupled electron-nuclear dynamics and interaction with
electromagnetic fields for electronically open systems. The
MS-AIWD method entails the partitioning of a full donor–
bridge–acceptor open system using judiciously placed offset-
ting absorbing and emitting potentials. Partitioning into mul-
tiple “stages,” based on the positions of the absorbing and
emitting potentials allows accurate and efficient calculations

FIG. 10. Contour wavepacket density maps as in Fig. 4. The subfigure indices now include the electric field amplitude (in a.u.) as the right subscript. Strong
electric fields result in a delocalized wavepacket, while weaker fields produce a wavepacket whose distribution remains unperturbed with respect to those in
Fig. 4.
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for semi-infinite systems by analyzing individual regions
while preserving the coupling between the multiple spatial
domains. In Ref. 104, we benchmarked the formalism us-
ing wavepackets with various widths and initial momenta. We
showed that we could correctly reproduce the dynamics of the
full system in the absence of partitioning.

Here, we first analyze the wavepacket in the momentum
representation to provide further insight into the dynamics.
Specifically, it is found that the uncertainty of the wavepacket
in the momentum representation has a significant role in de-
termining whether the dependence of average wavepacket
momentum (that is parameters related to current flow) on the
initial momentum (that is parameters related to bias) is mono-
tonic or not. Upon further extending the MS-AIWD formal-
ism to include coupled electron-nuclear dynamics and exter-
nal fields, we find that this dependence persists. Based on our
analysis we are able to categorize the behavior in the presence
of weak, intermediate, and strong fields differently.
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APPENDIX: EFFICIENT IMPLEMENTATIONS FOR DAF
QUANTUM PROPAGATION

We have implemented a scheme which takes advantage
of the attractive numerical properties of the banded Toeplitz
matrix and greatly reduces the computational expense in the
quantum propagation. Since the DAF propagator in Eq. (42)
only depends on (Ri

QM − R j
QM)/�x , there exists a finite spa-

tial width to the DAF propagator. If this width is denoted
to include W grid points, then it is only necessary to store
W elements of the DAF matrix, in each dimension, to ob-
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FIG. 12. Comparison of performance for the direct O(N 2) implementation
of Eq. (42) (labeled “ZGEMM based algorithm”) with that given in Eqs. (A1)
and (A2) (labeled “ZAXPY based algorithm”) for a 10 ps MS-AIWD dynam-
ics trajectory. Clearly the scheme given by Eqs. (A1) and (A2) provides about
2 orders of magnitude improvement in computational expense for N > 1000,
which represents the order of the problem treated in this paper.

tain the result of a propagation. This reduces the computa-
tional storage expense to be independent of N , where N is the
number of grid points used in the discretization scheme. Sec-
ond, instead of carrying out O(N 2) operations for computing
Eq. (42) through matrix multiplication operations or
O(N logN ) operations when implemented using Fourier
transforms, we developed an algorithm which scales as O(N ).
We carry out a series of scalar–vector operations with the total
number of operations in our scheme given by

N +
W−1∑
i=1

2 (N − i) = N (2W − 1) − W (W − 1)

≈ O(N ), (A1)

where as noted earlier, W , the width of the propagator
in the coordinate representation, is the maximum value
of (Ri

QM − R j
QM)/�x in Eq. (42) such that all values of

the free-propagator are less than a numerical threshold for
(Ri

QM − R j
QM)/�x > W . Since W does not depend on N [W

in fact depends on MDAF and σ ′(0), that is the required accu-
racy of propagation], this scaling goes as O(N ) for large grids
compared with O(N 2) for the matrix product implementation
or O(N log N ) for implementation that makes use of Fourier
transforms to solve Eq. (41).

The computational scaling discussed above does not in-
clude the effort involved in pre-computing the DAF elements.
The required W elements of the DAF-propagator are com-
puted once and stored, to be reused at every time step. The
total cost involved in this operation is W ∗ MDAF, indepen-
dent of problem size, N , and completely determined by the
desired accuracy determined by choice of MDAF and σ ′(0).

The reduction in computational cost discussed above is
facilitated by converting Eq. (42) into a sequence of level-2
BLAS, vector operations,196 where the full wavepacket,
�(Ri

QM; t + �t) is written in vector form as

�t+�t = �t+�t + K̃σ ′(0),MDAF (Ri
QM − R j

QM; �t)�t . (A2)

This essentially constitutes a sequence of W , “aX+Y” oper-
ations, where “a” is a number and “X” and “Y” are vectors.
Thus there are only O(W ) such operations, each of which
scale linearly in O(N ), the overall scaling reduces to that in
Eq. (A1). We utilize standard LAPACK and BLAS routines
to carry out numerical implementation. Hence, the algorithm
depicted by Eq. (A2) is represented as ZAXPY, the routine in
level-2 BLAS used to carry out this operation, in Fig. 12. In
Fig. 12, we provide a comparison of computational expense
between the two propagation schemes: that is, the direct,
O(N 2), implementation of Eq. (42) and that given by Eq.
(A2). Clearly, the new algorithm is superior by several orders
of magnitude. [The implementation here is also amicable to
utilization of parallel BLAS libraries since both the O(W )
and O(N ) portions of the above algorithm are essentially
decoupled. These aspects have not been included in the
current implementation.]
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