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ABSTRACT: Here, we demonstrate the application of
fragment-based electronic structure calculations in (a) ab
initio molecular dynamics (AIMD) and (b) reduced dimen-
sional potential calculations, for medium- and large-sized
protonated water clusters. The specific fragmentation algo-
rithm used here is derived from ONIOM, but includes
multiple, overlapping “model” systems. The interaction
between the various overlapping model systems is (a)
approximated by invoking the principle of inclusion-exclusion
at the chosen higher level of theory and (b) within a real
calculation performed at the chosen lower level of theory. The
fragmentation algorithm itself is written using bit-manipulation
arithmetic, which will prove to be advantageous, since the number of fragments in such methods has the propensity to grow
exponentially with system size. Benchmark calculations are performed for three different protonated water clusters: H9O4

+, H13O6
+

and H(H2O)21
+ . For potential energy surface benchmarks, we sample the normal coordinates and compare our surface energies

with full MP2 and CCSD(T) calculations. The mean absolute error for the fragment-based algorithm is <0.05 kcal/mol, when
compared with MP2 calculations, and <0.07 kcal/mol, when compared with CCSD(T) calculations over 693 different geometries
for the H9O4

+ system. For the larger H(H2O)21
+ water cluster, the mean absolute error is on the order of a 0.1 kcal/mol, when

compared with full MP2 calculations for 84 different geometries, at a fraction of the computational cost. Ab initio dynamics
calculations were performed for H9O4

+ and H13O6
+, and the energy conservation was found to be of the order of 0.01 kcal/mol for

short trajectories (on the order of a picosecond). The trajectories were kept short because our algorithm does not currently
include dynamical fragmentation, which will be considered in future publications. Nevertheless, the velocity autocorrelation
functions and their Fourier transforms computed from the fragment-based AIMD approaches were found to be in excellent
agreement with those computed using the respective higher level of theory from the chosen hybrid calculation.

I. INTRODUCTION

Accurate prediction of molecular properties such as energy,
structure, spectra, and those arising from dynamics and
appropriate sampling of potential surfaces beyond the harmonic
approximation, for large-sized systems, such as peptides, water
clusters, and biological and atmospheric reactive intermediates is
a grand challenge for computational chemistry. Despite the great
advances in correlated electronic structure methods1−3 and
density functional theory (DFT),4 the intrinsic scaling ( N( )4

for DFT with hybrid functionals, N( )5 for MP2, and N( )6 for
CCSD(T)) restricts the system size involved during “on-the-fly”
classical5−8 and quantum nuclear dynamics9−15 that utilize ab
initio potentials. For these reasons, hybrid quantum mechanics/
molecular mechanics (QM/MM) methods16−34 were developed
where a large molecule is partitioned into multiple layers with
each layer treated at different levels of theory. In recent years,
molecular fragmentation methods35−53 have emerged as power-
ful alternatives to address the computational scaling problem

highlighted above. In this class of methods, a molecule or cluster
is divided into fragments and the total energy of the system is
assembled from the energy of individual pieces, along with
suitably chosen interaction terms. Details of these methods can
be found in several recently published articles and re-
views.35,41,50,54,55

While a variety of QM/MM schemes have been used for both
static electronic structure calculations,23,33,35,41,50,54,55 ab initio
molecular dynamics (AIMD) calculations56−60 and quantum
wavepacket dynamics calculations,11 some of which facilitate
rare, reactive events,57,58,61,62 the study of fragmentation
methods has been mainly focused on static calculations. Notable
exceptions include the work of Li and co-workers,49 who studied
the dynamics of a model peptide using their Generalized Energy
Based Fragmentation (GEBF) method, and the work of Gordon
and co-workers,63−66 who developed analytical gradients for the
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fragment molecular orbital (FMO) method to construct classical
trajectories for liquid water, water clusters,66 andmodel peptides.
Here, we further explore the application of a fragment-based

electronic structure methodology, including mechanical as well
as electronic embedding, to AIMD, and we subsequently
compute reduced dimensional potential energy surfaces (PES)
to gauge quantum nuclear effects. Our benchmark systems
include moderately sized protonated water clusters. We have also
computed dynamically averaged vibrational properties using our
classical nuclear trajectories obtained from AIMD. Future
publications will probe the utility of these energy partitioning
schemes for quantum dynamics, and treat larger-sized biological
systems, where dynamical hydrogen-bonds may have a critical
role. In the current publication, the energetic and dynamical
properties are benchmarked against regular calculations that do
not use the fragmentation scheme. The paper is thus organized as
follows. Section II contains the theoretical aspects of the
fragmentation technique employed here. When appropriate, our
technique is contrasted with other well-known fragmentation
algorithms. In Section III, we present the results. Specifically,
Subsection III(B) includes a discussion on the potential energy
surfaces obtained for H9O4

+ and H(H2O)21
+ , and Subsection

III(C) details AIMD studies on H9O4
+ and H13O6

+. Finally,
conclusions are given in Section IV.

II. SPATIALLY SEPARATED, OVERLAPPING MODEL
SUBSYSTEMS MIXED WITHIN AN ONIOM-BASED
ENERGY PARTITIONING SCHEME

In most of the recent methods,36,37,42,43,45,49,51,52 fragments are
allowed to overlap. To avoid ambiguity, in a manner consistent
with the works of Raghavachari and Saha41 and Collins and
Bettens,50 in this paper, the overlapping unit is termed “derivative
fragment”, while the original fragments are called “primitive
fragments”. The word “fragment” here refers to either type. The
common feature among all fragmentation methods is that
energies from all primitive fragments are additive. Furthermore,
the overcounted regions form derivative fragments that are then
subtracted with proper coefficients in a manner consistent with
the well-known Principle of Inclusion and Exclusion (PIE), from
set theory:67

∑ ∑ ∑| ∪ | = | | − | ∩ | + | ∩ ∩ | − ···

+ − | ∩ ··· ∩ |

= = ≤ < ≤ ≤ < < ≤

−

A A A A A A A

A A( 1)

i

n
i

i

n

i
i j n

i j
i j k n

i j k

n
n

1 1 1 1

1
1 (1)

To introduce interactions between nonoverlapping fragments, in
a manner consistent with the ONIOM procedure,23 we add
additional layers over and above the PIE fragmentation
expression above, such that the overall molecular energy
becomes
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The terms i( ), ∩i j( ), ∩ ∩i j k( ), etc., represent a
correction to the energy of primitive and derivative fragments
(i), (i∩j), (i∩j∩k), etc., the latter being formed from the
intersection of primitive fragments. At the simplest approx-
imation (employed in this publication), the extrapolation is a
correction term for the total energy from a lower level of theory,
[level,0], toward a higher level, [level,1], according to

= −i E i E i( ) ( ) ( )level level,1 ,0
(3)

However, more sophisticated approximations to i( ), ∩i j( ),
∩ ∩i j k( ), etc. are possible. The term i( ) may reflect a

recursive extrapolation wherein additional partitioning of the
fragment may be enforced. These partitioning schemes may
themselves be akin to that employed in eq 2. Thus, in eq 4 below,
the correction is recursively extrapolated through η sub-
fragments within i. The αith sub-fragment or layer is a subset
of atoms within the fragment i that is treated at two levels of
theory, namely, [level, αi] and [level, αi + 1]:
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While each fragment or subfragment is treated at two levels of
theory (αi and αi− 1), the entire system is only considered at the
lowest level of theory (Elevel,0(0)).
If chemical bonds intersect the boundary between two layers,

link atoms are used to saturate the dangling valencies of the
smaller system.68 The positions of link atoms are uniquely
determined based on the connectivity of the system.68 Thus, the
selected atoms and additional link atoms of each system are
influenced by the properties of the atoms in the larger systems.

Figure 1.A simple illustration for the energy expression in eq 2. In panel (i), the three primitive fragments share only one common region; hence, there is
only one derivative fragment constructed. Thus, −SA∩B − SB∩C − SA∩C + SA∩B∩C terms are simplified to be −2SA∩B∩C. In panel (ii), the intersections
between primitive fragments are all different and three derivative fragments are necessary.
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The expressions above are a simple extension of the standard
ONIOM formalism, obtained by incorporating the inclusion-
exclusion principle. Two pictorial illustrations for this scheme are
provided in Figure 1. It is is instructive to rewrite the overall
energy expressions for the two illustrations provided in Figure 1.
Using eq 3 and the expressions given in Figure 1, we obtain the
following:

Figure 1(i):
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where, for the sake of brevity, we have substituted {level,0 → 0}
and {level,1→ 1} and rearranged the energy expression to clarify
interaction between fragments. For example, the first line in eq 5
includes the total noninteracting fragment energy at level,1 and
the second line then accounts for overcounting in level,1. The
third and fourth lines in eq 5 account for the interaction energy
between the various fragments at level,0, along with the
remaining terms required to remove overcounting. Similarly,
the energy expression for the partitioning shown in Figure 1(ii)
may be expressed as follows:

Figure 1(ii):
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These expressions show that all interactions between fragments
are captured at level,0. While this is true for the implementation
of the extrapolation term given in eq 3, the term in eq 4 provides a
more adaptive and tailored interaction scheme where sub-
fragments represented within eq 4 may interact at levels higher
than level,0. An implementation of the expression in eq 4, along
with a detailed discussion of the associated benefits of this
recursive partitioning, will be probed in future publications.
Further note that if only a single fragment and two levels of

theory are used, eqs 2 and 3 reduce to

≈ + −E E E E(0) (1) (1)L H L (7)

which is exactly the energy expression in the popular two-layer
ONIOM scheme. Although the formalism above is essentially
derived from ONIOM, it also has close connections to the
molecules-in-molecules (MIM) methodology,42 the molecular
tailoring approach,37 and connectivity-based hierarchy (CBH)69

ideas.
Similar to conventional QM/MM approaches,54,55,70,71 eqs

2−4 may be augmented by introducing electronic embedding,
and, in this case, charges from the immediate lowest level
calculation serve as background charges for the fragment
calculations. Here, Mulliken charges from the lower level are
used for electronic embedding, and other types of charges will be
studied in future publications.
In this formalism, the overlap between all primitive fragments

must be evaluated (a simple bit manipulation algorithm is
provided in Appendix A for this purpose). While the formalism

above is presented for an arbitrary number of levels of theory, all
applications presented here include two levels of theory.

II(A). Gradients. As in standard AIMD, eq 2 can be
differentiated with respect to all variables that contribute to the
energy expression, such as the real coordinates of the system. The
gradients in this case are
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where ∂ ∂i R( )/ is simply the gradient for each term in the
correction
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or the recursive extrapolation term,
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In these sets of equations, R represents the coordinate variable
for the entire system, and Rαi and Ri refer to the fragment

coordinate variables. Note that Rαi and Rimay include link atoms
when bonds are broken during fragmentation. [Generally link
atoms are chosen as hydrogen atoms, but as shown in ref 11, it is
also possible to use other atoms or larger groups of atoms to
match electronegativities.] Hence, ∂Rαi/∂R and ∂Ri/∂R are the
Jacobian terms required to transform the gradients.56

When charges from level,0 are included in level,1 (electronic
embedding, abbreviated hereafter as EE), the gradients above
include additional terms due to the change in energy that results
from the change in background charge, which, in turn, is
dependent on the nuclear positions of the system outside i. These
are not considered here and will be discussed as part of future
publications.
The analytical gradients here allow a direct implementation of

Born−Oppenheimer Molecular Dynamics (BOMD).

III. RESULTS AND DISCUSSION
Several different water clusters are used here as benchmark
systems. Because of their significance in biological,72−79

atmospheric,80−83 and condensed phase chemistry,84 the
protonated water clusters have been extensively studied during
the past two decades by both theoretical and experimental
communities, and thus are good model systems for the
benchmark calculations. The level of experimental and
theoretical scrutiny can be gauged from the reference list.
Specifically, there has been substantial effort from the electronic
structure community,38,85−92 the classical and quantum dynam-
ics communities,93−105 and the field of experimental gas-phase
spectroscopy.85,106−113 Furthermore, there have been a variety of
polarizable water models in the literature,66,100,114−125 some of
which incorporate the basic ideas behind fragment-based
methodologies53 and others that use many-body expansions.126

Our reference list is certainly not exhaustive, given the richness of
this area of research.
We consider three different protonated water clusters here.

We first examine the accuracy of our fragmentation procedure by
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comparing energetic results with regular full system calculations
at a variety of geometries. Reduced dimensional potential energy
surfaces (PES) are computed for this purpose along each normal
mode for the H9O4

+ (or the Eigen system127), and four selected
normal modes for the protonated 21-water cluster. Given the
good accuracy of the energies, we further carried out AIMD
simulations onH9O4

+ andH13O6
+ (the solvated Zundel128 cation).

Energy conservation is analyzed and vibrational density of states
are computed from the dynamics trajectories. One optimized
structure for each of these three systems is shown in Figure 2.
All computations pertaining to the fragmentation procedure

discussed here are performed using a C++ wrapper code that
utilizes the Gaussian series of electronic structure programs129 to
compute energy and gradients. The wrapper is modular and may
be generalized to other electronic structure platforms. The
analysis is performed using a set of shell scripts. The entire suite
of programs is available upon request from the corresponding
author.
III(A). Fragmentation Algorithm for Water Clusters.

Accounting for the hydrogen bonds in water are a critical portion
of any fragmentation algorithm, since these have a significant role
on the energetic and structural properties of the cluster. To
account for all hydrogen bonds, we derive fragments for a given
molecular structure, during dynamics, as follows:
(1) Given a minimum oxygen−oxygen separation (Di) for a

chosen oxygen atom, a maximum of three additional water
molecules are included inside the solvation sphere of the water
molecule represented by Oi, such that the respective oxygen−
oxygen distances are within 10% off Di.
(2) Bonded hydrogen atoms are then included to form

primitive fragments. Here, we use two well-known limits for the
protonated water cluster system: (a) the Zundel H5O2

+ system,
where the oxygen−oxygen distance is 2.5 Å, on average and the
shared proton sits on the middle; and (b) the Eigen H9O4

+,
system, which is most similar to that of H3O

+, but is fully
solvated. To include the definition of delocalized charge as
afforded by these two systems, the cutoff for O−H distance is 1.4
Å in all our simulations.
(3) All fragments that include the excess proton inside their

envelope have a net charge of +1. The remainder are neutral.
(4) Finally, all fragments that do not contain electrons are

excluded from the calculation. See, for example, the intervening
proton in Figure 3(ii). This fragment does not contain any
electrons. Since the energies computed using electronic structure
are interaction energies, a fragment containing just one proton
has zero interaction energy. (This definition would need to be

modified if molecular mechanics is used at the lower level of
theory, which is not the case in this publication.)
Primitive fragments generated by this algorithm overlap with

adjacent fragments through an intervening hydronium ion or a
water molecule. These intersections ensure all hydrogen bonds
are equally treated. Two examples are given in Figure 3.
Furthermore, based on the above conditions, one might
encounter a change in fragment topology during dynamics.
These aspects are not treated in the current publication and
aspects regarding dynamical fragmentation will be considered in
future publications.

III(B). Accuracy of Reduced Dimensional Potential
Energy Surfaces. During dynamics, the system may sample a
variety of configurations in phase space. Thus, the accuracy of
potential surfaces is critical for AIMD and for quantum
wavepacket dynamics in order to study reactions and vibrational
properties. This is especially true for systems that show a strong
tendency for anharmonic behavior. Thus, two protonated water
clusters, H9O4

+ and H(H2O)21
+ , are chosen as the benchmark

systems here.
To construct reduced dimensional surfaces that can describe

collective behavior, we first compute normal-mode vectors from
the Hessian matrix obtained at the B3LYP/6-31+g(d,p) level of
theory. The reference geometry used for this purpose is a
minimum at the noted level of theory. This equilibrium geometry
is then perturbed along each of the normal mode coordinates to

Figure 2. Optimized structure for each of the benchmark systems used in this publication.

Figure 3. Illustration of the fragmentation procedure. (i) H9O4
+ is

divided into three overlapping primitive fragments denoted by shapes of
different color. The central H3O

+ shared among all primitive fragments
is a derivative fragment. (ii) H13O6

+ is partitioned into five primitive
fragments, and the multiple overlapping regions across these primitive
fragments generate two H3O

+ derivative fragments. See text for further
details.
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obtain structures to compute one-dimensional potential surfaces.
These surfaces are benchmarked for accuracy between the
fragmentation procedure described above and a regular full
system calculation at the higher level of theory. Deviations
from harmonic behavior are also gauged, since these have a
critical role in many recent experimental vibrational spec-
tra.85,98,99,102,103,109−112

III(B)-1. The Eigen Cation, H9O4
+. Directions along all 33

normal-mode vectors are investigated. Three combinations of
levels of theory are used: (a) B3LYP/6-31+g(d,p):PM6, (b)
MP2/6-31+g(d,p):B3LYP/6-31+g(d,p), and (c) CCSD(T)/6-
31+g(d,p):B3LYP/6-31+g(d,p). These are compared with full
calculations at B3LYP/6-31+g(d,p), MP2/6-31+g(d,p), and
CCSD(T)/6-31+g(d,p), respectively. The inclusion of elec-
tronic embedding (EE) using Mulliken point charges from the
lower level of theory is also tested here. Along each mode, 21
structures are evenly distributed with a collective maximum

deviation of 0.5 Å on either side of the optimized structure. A
total of 693 structures were probed for each level of theory
highlighted above. The mean absolute error (ϵ) between the
fragment-based approach and the full calculation performed at
the higher level is

∑ϵ = − − −E E E E w( ) ( )
i

N
i i

ifrag frag
ref

high high
ref

p

(11)

whereNp is the number of calculations, wi is a weighting function
(see below), Efrag

i is the potential energy from the fragment-based
calculation for the ith configuration, and Ehigh

i represents the
corresponding energy calculated at the higher level of theory. For
example, for fragment calculation at CCSD(T)/6-31+g-
(d,p):B3LYP/6-31+g(d,p), Ehigh

i represents the CCSD(T)/6-
31+g(d,p) energy. The quantities Efrag

ref and Ehigh
ref refer to the

energy of a reference geometry at the fragment and higher level

Figure 4. Potential energy surface error as defined in eq 11 for theH9O4
+ system. All B3LYP,MP2, and CCSD(T) calculations are performed using the 6-

31+g(d,p) basis function. The horizontal axis is the same in all cases, because the calculations are performed along the B3LYP normal coordinates.

Table I. Weighted Absolute Error Using ϵ in eq 11 for B3LYP Normal Modes Directions (6-31+g(d,p) Basis Set Is Used for All
B3LYP, MP2, and CCSD(T) Calculations)a

Weighted Absolute Error (kcal/mol)

B3LYP:PM6 MP2:B3LYP CCSD(T):B3LYP

weighting function PES errorb harmonicc PES errorb harmonicc PES errorb harmonicc

wu 0.424 0.040 0.072
wgs 0.214 7.28 0.008 7.10 0.018 7.09
wBoltzmann(100 K) 0.300 23.8 0.026 23.8 0.036 23.8
wBoltzmann(200 K) 0.349 43.9 0.033 42.1 0.045 41.3
wBoltzmann(300 K) 0.415 62.4 0.039 56.7 0.058 57.8

aSystem: H9O4
+. bThis is the average value of ϵ in eq 11 for 33 modes. Hence, it is the net, weighted, mean absolute deviation across 693 nuclear

configurations. cSame as column on left except that Efrag
i in eq 11 is replaced by a harmonic potential with the appropriate force constant. This

indicates deviation from the harmonic approximation.
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of theory. In this study, the reference geometry is chosen to be
the respective minimum energy conformation across all chosen
structures. The error for each mode when using a uniform
weighting function, wi = 1/21 and NP = 21, is shown in Figure 4.
Results are also presented in Table I for other weight functions,
wi, with the following rationales:
(a) wu is the uniform weighting function for all nuclear

configurations,
(b) wgs represents the choice of ground-state wavepacket as a

weighting function. This function is obtained from the set of
eigenstates for a one-dimensional Schrödinger equation
constructed using the higher-level potential surface (Ehigh

i

above). In Table I, errors corresponding to wgs are average
values across all 33 normal-mode directions. Evaluating this error
has significance in quantum dynamical propagation since the
ground-state wavepackets of unperturbed systems are a common
choice for initial conditions in dynamics. Furthermore, this is also
representative of the “true error” (as compared to rationale (a)
above), since the ground state represents sampling of the
potential surface under ambient conditions.
(c) wBoltzmann(T) is the Boltzmann factor for the ith grid point

at temperature T. It is defined as

=
∑

β

β

−

−
w T

e

e
( )

E

j
E

Boltzmann
i

j

high

high

As shown in Figure 4, most of the calculations have a full
surface error of <1 kcal/mol when EE is not included within the
B3LYP/6-31+g(d,p):PM6 combination. When EE is included,
the error uniformly increases, which indicates that charges from
PM6 are not a good candidate for EE. In Figure 4(ii), theMP2/6-

31+g(d,p):B3LYP/6-31+g(d,p) combination is presented and
EE is constructed at the B3LYP level. All modes have a full
surface error of <0.3 kcal/mol. Similarly, for Figure 4(iii), the
CCSD(T)/6-31+g(d,p):B3LYP/6-31+g(d,p) combination also
shows good accuracy. In these cases, it can be seen that EE for
most of the modes improves accuracy.
From Table I, under the columns marked “PES error”, it is also

seen that the mean absolute error over all 693 structures is <0.5
kcal/mol for B3LYP/6-31+g(d,p):PM6, <0.05 kcal/mol for
MP2/6-31+g(d,p):B3LYP/6-31+g(d,p), and <0.07 kcal/mol for
CCSD(T)/6-31+g(d,p):B3LYP/6-31+g(d,p). Clearly, MP2/6-
31+g(d,p): B3LYP/6-31+g(d,p) is quite impressive and will be
used for AIMD studies in the next section. (Also see the
Supporting Information for a more-detailed exposition of these
errors, which includes a comparison of errors with mean absolute
deviations of the potential surface at the higher level of theory,
and a comparison of errors with the zero point energy obtained
from the higher level of theory.) In all cases, the full surface
errors, relative to the mean absolute deviations in the surface, are
in the range of 0.01%−5.27% for MP2:B3LYP, and 0.04%−
10.52% for CCST(T):B3LYP. The singular 10.52% error for
CCST(T):B3LYP is due to a shifted surface, whose curvature is
the same. Hence, we have also provided potential surface plots
for a select set of worst-case scenarios in the Supporting
Information. The relative error is larger for B3LYP:PM6, but we
have already seen, from Figure 4, that PM6 provides a poor
approximation for coupling across fragments. However, as will be
seen from the vibrational density of states provided in the next
section, the difference in potential surface gets averaged out
during dynamics, leading to qualitative similarity between the

Figure 5. Normal-mode vectors from the optimized protonated 21-water cluster used for potential surface calculations. The modes are chosen to
represent the shared proton stretch and bend components of a solvated Zundel substructure (highlighted) within the system.
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B3LYP:PM6 density of states and the one calculated from pure
B3LYP.
Before we proceed further, we also gauge the performance of

the fragment-based methods in capturing the intrinsic
anharmonicities in the reduced dimensional surface calculations.
This is done by comparing the scanned surfaces with the surfaces
obtained using the harmonic approximation. The results are
shown in Table I under the columns marked “harmonic”. It can
be clearly seen that harmonic approximation produces significant
error. Even at the zero-point level (that is, using the ground-state
wavepacket weighting function), the mean absolute error
between the harmonic surface and that obtained from the
regular scan is 7.10 kcal/mol. This is a strong evidence for the
anharmonicity in these systems and is consistent with several
recent studies.98,99,103 In the Boltzmann weighted case, the error
for harmonic approximation increases drastically as the temper-
ature increases. In all cases, the fragmentation approach is found
to be quite accurate.
III(B)-2. Protonated 21-Water Cluster, H(H2O)21

+ . Fragmenta-
tion methods are designed to treat relatively large systems.
Hence, we also extend our benchmark to the protonated 21-
water cluster. This is an interesting system, since it has been
shown in several studies85,96−99 that conformational sampling
and anharmonic effects of the shared proton are critical features
that dominate the spectroscopy of the problem. One particular
structure obtained from previously conducted AIMD studies99 is
provided in Figure 2(iii). Within the harmonic spectrum for this
particular structure, obtained using the B3LYP/6-31g+(d,p)
level of theory, we have chosen four normal-mode vectors such
that these include the characteristic vibrations of a Zundel
substructure solvated within this larger cluster. These modes are
shown in Figure 5 and involve the stretch and bend modes of the
excess proton within the Zundel substructure. Two combina-
tions of fragment-based theories are used: B3LYP/6-31+g-
(d,p):PM6 and MP2/6-31+g(d,p):B3LYP/6-31+g(d,p). To
compute the potential surfaces along the chosen mode vectors,
the structures are perturbed by as much as ±1.0 Å off the
optimized structure. Energies for 21 different structures are
calculated for each mode within this bracketed region, and the
mean absolute error is obtained using wu and wgs. As shown in

Table II, the fragmentation approach is in excellent agreement
with the reference calculations, which, in this case, were
performed using the MP2 level of theory on the full system. In
addition, there is strong deviation from the harmonic
approximation and this is to be expected, based on the previous
studies listed above. As previously discussed, EE is only useful
when the lower level of theory is B3LYP.

III(C). Ab Initio Molecular Dynamics Studies Using
Fragment-Based Electronic Structure Calculations. In this
section, we gauge the utility of the fragmentation procedure by
computing classical, BOMD trajectories. We first inspect the
energy conservation and then proceed to evaluate the vibrational
density of states using the velocity autocorrelation function. Two
protonated water clusters are considered here: the Eigen cation,
H9O4

+, and the solvated Zundel cation, H13O6
+. Both of these

forms of the protonated species in water have been found to have
critical significance in proton transfer in biological and aqueous
environments.84,127,128,130−133 Here, two combinations of frag-
ment-based theories, B3LYP/6-31+g(d,p):PM6 and MP2/6-
31+g(d,p):B3LYP/6-31+g(d,p), were tested and benchmarked
against full-system BOMD calculations (i.e., without employing
the fragmentation technique), at the B3LYP/6-31+g(d,p) and
MP2/6-31+g(d,p) levels of theory.
Before we proceed to analyze and compare the dynamics data,

it is critical to evaluate the effectiveness of the dynamics
procedure. Energy conservation is a critical measure for any
propagation scheme. Discontinuities in potential will arise when
the topology of the cluster changes during dynamics, which then
makes the initial fragmentation assignment invalid. In this paper,
as mentioned earlier, our study does not include dynamical
fragmentation.65,66 (An adaptive, conservative, fragmentation
scheme is currently under development and will be introduced in
a future publication.) We first gauge the smoothness of the
potential for the case where no topological changes occur during
dynamics and then proceed to probe the effectiveness of the
fragmentation technique in obtaining dynamical properties such
as correlation functions.
As seen in Table III, the total energies in all the simulations

within the given duration are very well-conserved for both
fragment-based calculations and full system calculations. The

Table II.Weighted Absolute Error Using ϵ in eq 11 for H(H2O)21
+ at Four Selected B3LYPNormalModes (6-31+g(d,p) Basis Set Is

Used for All B3LYP and MP2 Calculations)

Weighted Absolute Error (kcal/mol)

PES Errora Harmonicb PES Errora

mode freq (cm−1) B3LYP:PM6c B3LYP:PM6(EE)c B3LYP MP2:B3LYPc MP2:B3LYP(EE)c

507.1 (Figure 5(i)) wu 0.08 1.06 8.65 0.03 0.03
wgs 0.04 0.58 1.34 0.01 0.00

677.3 (Figure 5(ii)) wu 0.35 1.30 12.84 0.08 0.08
wgs 0.12 0.61 1.67 0.01 0.01

1111.0 (Figure 5(iii)) wu 0.21 1.94 34.78 0.11 0.09
wgs 0.06 0.68 2.81 0.01 0.01

1413.0 (Figure 5(iv)) wu 0.56 3.09 52.94 0.04 0.04
wgs 0.13 0.78 3.99 0.01 0.02

aThis is the average value of ϵ in eq 11. Hence, it is the net, weighted, mean absolute deviation across 21 nuclear configurations chosen along each
normal mode. bSame as column on left except that Efrag

i in eq 11 is replaced by a harmonic potential with the appropriate force constant. This
indicates deviation from the harmonic approximation. The optimized geometry in this case is from the B3LYP calculation. cEach fragment-based
electronic structure calculation contains 28 primitive and 19 derivative fragments. The primitive fragments are either H5O2

+ or (H2O)2 and derivatives
are H2O or H3O

+, as illustrated in Figure 3 for the smaller clusters. The fragmentation topology is computed at the B3LYP optimized geometry.
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short-dynamics time scales are a manifestation of the fact that
topological changes do occur, as one might expect. However, the
question remains whether dynamical properties are well-
represented during these fragmentation calculations, particularly,
given the local nature of the problem. Toward this, we compute
the vibrational density of states, from dynamics data, using the
Fourier transform of velocity autocorrelation (FT-VAC)
function:
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where the term ⟨...⟩, in the first line, indicates the ensemble
average and is equal to the t′-integral (enclosed within square-
brackets) in the second line, under conditions of ergodicity. The

quantity Vi,j(t) is the velocity along the jth component for the ith
atom. We have used the convolution theorem134 to reduce the
second equation line to the third equation line. It is also
important to note that, since time-correlation functions involving
nuclear velocities are utilized to obtain vibrational properties, a
constant energy simulation with an associated conservative
Hamiltonian corresponding to the real system is critical.
Because of anharmonic effects, the vibrational density of states

generally is dependent on the amount of thermal energy present
in the clusters. These aspects are very well described in a series of
ab initio dynamics publications102,135,136 and will not be
discussed further here.
The IV(ω) results for H9O4

+ are presented in Figure 6 and those
for H13O6

+ are presented in Figure 7. All the major peaks from
regular full-system dynamics are reproduced in fragment-based
AIMD simulations. Since IV(ω) represents the vibrational
density of states, it appears that the salient features are faithfully
reproduced in the fragment calculations.
While IV(ω) provides the vibrational density of states, the

Fourier transform of dipoles provides peak intensities propor-
tional to the change in dipole moment of the system and the
vibrational spectrum,98,99,102,136−141 inclusive of these intensities,
is computed as
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The terms inside the curly brackets ({...}) in the first equation
above represent the power-normalized absorption cross-
section.137,138 The prefactor, ω/[1 − exp(−βℏω)], is a
quantum-nuclear correction139−141 that is obtained based on
the harmonic approximation. Over a series of publica-
tions82,83,85,98,99,102,103,135,136,142 it has been demonstrated that
these correlation functions provide a good estimate to the
vibrational spectrum obtained from experimental action spec-
troscopy. In Figure 8, we present the quantity αμ

QC(ω) from eq 13
for the full simulations, and these are in good agreement with the
vibrational spectra presented in ref 84. Future publications will
include dynamically averaged spectral studies using fragment
methods.

Table III. Energy Conservation Properties for the BOMD
Simulations

level of theorya duration (ps)b ave temp (K) ΔE (kcal/mol)c

H9O4
+ System

B3LYP 2.0 898.9 ± 180.6 0.016
B3LYP 4.8 153.3 ± 26.3 0.011
MP2 4.8 150.0 ± 28.0 0.002
B3LYP:PM6 2.0 930.1 ± 151.2 0.015
MP2 2.0 928.6 ± 170.5 0.013
MP2:B3LYP 2.0 935.8 ± 163.1 0.030

H13O6
+ System

B3LYP 0.8 594.4 ± 104.6 0.017
B3LYP 4.1 150.6 ± 21.8 0.008
MP2 3.4 150.0 ± 22.7 0.008
B3LYP:PM6 0.8 609.7 ± 92.1 0.070
MP2 0.8 604.7 ± 93.6 0.015
MP2:B3LYP 0.8 607.7 ± 90.9 0.020

aThe 6-31+g(d,p) basis set is used for B3LYP and MP2. bA time step
of 0.2 fs is used for all simulations. cRoot-mean-square deviation of the
total energy.

Figure 6. Vibrational density of states for H9O4
+.
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IV. CONCLUDING REMARKS

In this publication, we utilize fragment-based electronic structure
calculations to compute ab initio molecular dynamics (AIMD)
trajectories and reduced dimensional potential energy surfaces.
The fragment-based electronic structure protocol is based on the
ONIOM formalism but includes overlapping “model” systems.
The “model” system intersections are then suitably accounted for
using the inclusion−exclusion principle known in set theory.49

Furthermore, the electronic resolution for each “model” may be
recursively refined, and such refinements may also contain
overlapping sub-fragments. In this fashion, the electronic
structure is resolved in multiple layers and multiple resolutions.
Efficiency in fragmentation arises in the current formalism
through utilization of a bit-manipulation algorithm, where the
fragments are represented as bits in an integer. Our general
algorithm is, of course, related strongly to the large body of
existing fragment-based technologies. We underline critical
overlaps with the molecules-in-molecules (MIM) formalism42

and the molecular tailoring approach.37

The approach is benchmarked for a set of protonated water
clusters. These systems have been known to be a challenge for
the electronic structure community, as well as the dynamics
community,38,85−105 especially with reference to the large body
of cluster spectroscopy results.84,85,107,108,110,112,113 The chal-
lenge in these systems resides in (a) accurate treatment of
anharmonicity, and (b) the fact that larger internal energies lead

to changes in hydrogen-bonding architectures and subsequent
proton hops. Previous studies have indicated that both
aspects may be suitably described using AIMD calcula-
tions.82,83,96−99,102,103,135,136 However, these simulations are
confounded by the plethora of electronic structure calculations
required by the “on-the-fly” procedure. Hence, one goal of the
current publication was to gauge whether fragment-based
electronic structure theory can be used to improve the
computational scenario in such fluxional problems. By
comparing velocity correlation functions, we found that our
well-defined, energy-conserving, fragment-based dynamics
trajectories did indeed reproduce the results in good agreement
with the regular AIMD trajectories that use the higher level of
theory. However, there are a few limitations in our current study
which we briefly highlight below and will be improved in future
publications:
(a) While our current study does not include molecular

topology changes during dynamics, we find that the
fragmentation protocol does allow accurate study of both
AIMD and description of potential surfaces. As a result, future
publications will include the use of adaptive fragmentation
techniques. There are several studies in the literature65,66 that we
can build on to solve this problem. However, it is critical to note
that an entire class of problems exists, such as conformational
changes in proteins, where this development is not required.

Figure 7. Vibrational density of states of H13O6
+.

Figure 8. The two top panels in each figure depict the quantity in eq 13 obtained using dynamics simulations. The bottom panels are results from
frequency calculations at optimized geometries.
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(b) The computational expense associated with the energy
expression in eq 2 is limited by the energy calculation for the full
system at the lowest level of theory. Acceleration procedures for
this aspect will be discussed in future publications.
(c) The gradients discussed in Subsection II(A) do not include

electronic embedding. While short-time-scale trajectories are
quite stable, future studies will include embedding forces to
improve upon this aspect.

■ APPENDIX A: ALGORITHM TO GENERATE ALL
FRAGMENTS (PRIMITIVE AND DERIVATIVE), USING
BIT-MANIPULATION ARITHMETIC

In the fragment-based methodology described here, the
intersection between all primitive fragments must be con-
structed. An efficient algorithm for this exponential scaling
problem arises by adopting bitwise operations to generate all
combinations of fragments. Here, each fragment in the inclusion-
exclusion expression i ∩ j ∩ k ∩ ··· is represented by a binary bit in
an integer. The value of the ith bit in the integer denotes the
presence (1) or absence (0) of fragment i in the current
molecular configuration. A large integer library may be required,
depending on the number of fragments involved and the
platform being used for the calculation. One such library is
available at https://gmplib.org/. A skeletal bitwise manipulation
code is provided in Chart 1, as an algorithm, to obtain all

derivative fragments. In this algorithm, the first loop iterates over
the number of primitive fragments involved in the current
molecular configuration. The inner “while” loop then generates
the minimum integer that is greater than I and has same number
of binary “1”s as I; this new integer represents the next
combination. For example, 0011 represents combination of the
first and second primitive fragments, and the next combination
generated by the “while” loop is 0101 and represents a
combination of the first and third primitive fragments.
The composition of primitive and derivative fragments is also

depicted using integers in which atoms are represented by binary
bits. In such a representation, the intersection between any
fragments is merely the binary AND operation of the two
corresponding integers. Besides, repeated derivative fragments
can be easily discarded and the coefficients can be properly
merged.
The use of bitwise operations and bit representations improves

algorithmic efficiency.
In practice, based on the chemistry of the molecules and

fragmentation scheme, the overlap can be restricted to only
between a small numbers of fragments.
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