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ABSTRACT: We present a new approach for adaptive
molecular fragmentation. Here multiple fragmentation proto-
cols, or fragmentation topologies, are combined to efficiently
and accurately construct potential energy surfaces that are in
agreement with post-Hartree−Fock levels of electronic
structure theories at density functional theory (DFT) cost.
We benchmark the method through evaluation of quantum
nuclear effects in a set of protonated water clusters that are
known to display significant quantum effects. In such systems,
the straightforward use of molecular fragmentation is hindered
by the fact that the most appropriate fragmentation strategy changes as a function of nuclear degrees of freedom. Our approach
uses a multilayered hypergraph formalism to decompose the potential energy surface, where, at the very top layer, a tessellation
of the potential surface yields a set of independent, but correlated, graphical nodes or vertices; each node represents a different
protocol to fragment the molecular system. Correlation between the nodes appears as edges and faces in the graph at the top
layer and allows the overall potential surface to be represented as a superposition of multiple fragmentation topologies with the
coefficients for the superposition arising from a Hamiltonian formalism that is reminiscent of nonadiabatic dynamics. This
allows for a natural interpretation of the individual molecular fragmentation topologies as diabatic or valence-bond-type states
which we exploit in our formalism. As stated, the method is demonstrated for protonated water clusters where we are able to
obtain potentials surfaces in agreement with post-Hartree−Fock methods at DFT cost.

I. INTRODUCTION
In a recent set of publications,1−5 we have shown how both
extended Lagrangian and Born−Oppenheimer-based ab initio
molecular dynamics simulations can be performed at accuracy
comparable to CCSD and MP2 levels of theory with density
functional theory (DFT) computational expense. We have also
shown that weak interactions (specifically, hydrogen bonds)
can be accurately captured and efficient approximations to
large-basis AIMD trajectories can be constructed through
efforts commensurate with much smaller basis set sizes. In ref
5, AIMD trajectories are constructed in agreement with basis
sets such as 6-311++G(2df,2pd) with computational effort
commensurate with those from smaller basis sets such as 6-
31+G(d), for polypeptides systems with 100+ atoms.
Specifically, (a) in refs 1 and 2, we have used this approach
to compute Born−Oppenheimer dynamics trajectories that
agree with MP2-based AIMD at DFT expense. (b) In refs 2
and 3, we have introduced extended-Lagrangian versions of the
same that are in agreement with MP2- and CCSD-based
Born−Oppenheimer molecular dynamics; and hence, for the
first time, in refs 2 and 3, we presented Car−Parrinello-style
dynamics, but with CCSD accuracy. (c) In refs 1 and 2, we
have shown that potential surfaces in agreement with
CCSD(T) can be constructed for protonated water clusters
with computational effort that scales as DFT. (d) In ref 5, we
have constructed an efficient approach for on-the-fly basis set
extrapolation in extended Lagrangian and Born−Oppenheimer

dynamics. The Born−Oppenheimer version of this approach is
called frag-BOMD, whereas the extended-Lagrangian general-
ization is called atom-centered density matrix propagation with
post-Hartree−Fock accuracy (ADMP-pHF) since it derives
from the ADMP6−9 extended Lagrangian. The approach
described above uses molecular fragmentation,10−38 but the
method in refs 1−3 is a set-theoretic, inclusion−exclusion
principle39 generalization of ONIOM16 with overlapping
“model” systems that may cover the entire domain of the
“real” system. In refs 4 and 5, the approach is adapted using
graph-theoretic methods to provide improved computational
efficiency and allows the construction of a “coarse-grained”
version of AIMD.
These studies1−5 are closely related to several other methods

in the literature.11,21,22,27−30,40,41 Although the formalism in
refs 1−5 is derived from ONIOM,12 it has connections to the
multicentered QM:QM formalism,21,42 the molecular tailoring
approach (MTA),27,40 the ONIOM-XO method,28 and the
molecules-in-molecules (MIM) methodology.11,29,30,41,43

There are several fragmentation methods13,19,25,35,44−52 avail-
able, but the approaches in refs 1−4, 11, 21, 28, 29, 40, and 41
include long-range electronic effects through a full-system low-
level calculation, much in the same vein as ONIOM.12 We
have noted in ref 4 that the approach studied here is also
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closely related to many-body expansions23,32,53 and double
many-body expansions.53

Despite the progress highlighted above, critical challenges
remain. For example, the fragmentation approach is a
dynamical phenomenon that in general changes with time
during AIMD and in general with change in nuclear
configuration. Thus, in addition to having a role in AIMD,
the dynamical nature of the molecular fragmentation would be
of critical importance in constructing potential energy surfaces
to compute quantum nuclear effects. This is significant for
studies involving protonated and hydroxide-rich water clusters,
where the excess charge hops and may be delocalized through
a dynamical network of water molecules. Similarly, one can
also expect that the dynamical nature of molecular
fragmentation is critical in hydrogen transfer reactions60

where nuclear quantization61 has been known to have a
critical role.
In Figure 1, we present an illustration of the effect of the

change in fragmentation in classical dynamics where the
evolution of potential energy for a solvated Zundel cation
system is presented from a fragmentation-based Born−
Oppenheimer molecular dynamics simulation performed at
the CCSD/6-31+g(d,p):B3LYP/6-31+g(d,p) level of theory.
The sudden changes in potential energy are time steps where
the fragment topology changes in concert with geometric
changes. Two of the many fragmentation topologies are shown
in Figure 1. While these hops lead to discontinuities in the
total energy, the shifted energies and the forces are well-
behaved and do not show significant deviations associated with
change in topology. This is, however, not the case for quantum
nuclear effects, which are generally nonlocal and are described
in Figure 2. In Figure 2a we show a water−wire inside the
Gramicidin-A proton channel.54,56,57 In Figure 2b, we provide
an illustration of the effect of change in fragment topology
during a reduced dimensional potential surface calculation to
account for nuclear quantum effects along the water−wire in
the Gramicidin-A. The difference between eigenenergies
(shown using horizontal lines on the potential surfaces in
Figure 2b) of ground and first excited states (i.e., the excitation
energy) obtained using two different fragmentation topologies
is 0.80 and 1.44 kcal/mol, respectively. The differences in the

respective ground state wave functions are also noted from the
top panel of Figure 2b. In this work, we introduce a method to
use a set of fragmentation protocols, such as those in Figure 2,
together to obtain efficient, high-quality potential surfaces.
This work is organized as follows: In section II, the

theoretical aspects of the fragmentation-based methods used in
this study are discussed, subsection II.A presents formal
constructs for the use of multiple fragmentation topologies for
potential surface calculations; a general algorithm is discussed
in subsection II.B. Section III provides details regarding the

Figure 1. Evolution of electronic potential energy during a fragment-based BOMD calculations performed at the CCSD/6-31+g(d,p):B3LYP/6-
31+g(d,p) level of theory for the solvated Zundel cation. The sudden hops in panel a are due to changes in fragment description, two of which are
presented in panel a with ellipses describing fragments. Note that the figure with ellipses marked in blue has a different fragment description as
compared to that in red. However, when the total energy is simply shifted by the extent of hop (b), the total energy is quite well behaved with
deviations of the order of a few hundredths of a kcal/mol. In fact, from panel b, the RMS deviation in total energy is 0.009 kcal/mol and the
associated drift in total energy is 0.019 kcal/mol that are well within acceptable range for AIMD simulations. Similarly the forces (maximum and
RMS forces presented in panel c) are also well-behaved.

Figure 2. (a) Water−wire system inside the Gramicidin-A ion
channel.54−57 Such protonated water−wire systems are known for
their quantum nuclear behavior arising from the shared proton
delocalization.58,59 Correspondingly, a potential surface for the shared
(excess) proton in a water−wire system (shown on top in panel b) is
shown in the bottom of panel b. The fact that the fragments shown in
red have different identities compared to those in blue leads to two
different surfaces with correspondingly different eigenenergies and
quantum nuclear eigenfunctions, where the zero-point and first
excited state levels are marked.
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simulations performed on a benchmark protonated water−wire
system similar to those in Figure 2. Subsections III.B and III.C
include a detailed analysis of results obtained from including a
superposition of fragmentation topologies in a continuous
manner, and hence the method in section III.B is referred to
here as “continuous topology morphing” and abbreviated as
CTM. We consider the distinct cases of topology morphing
where the morphing points, or seam of intersection between
fragmentation protocols, is known exactly or is not known
exactly. These discussions are critical toward generalization of
the method presented to higher dimensions. Subsection III.D
shows the interpolation for multidimensional potential surfaces
utilized to capture quantum nuclear effects of coupled proton
motions. Finally conclusions are given in section IV.

II. MULTICONFIGURATIONAL FRAGMENTATION FOR
MOLECULAR POTENTIAL ENERGY SURFACES: A
STEP TOWARD REPRESENTING MOLECULAR
CONFIGURATIONS AND POTENTIAL ENERGY
SURFACES TOGETHER AS HYPERGRAPHS

In Figure 3a,c, we present a coarse-grained (CG) simplex
decomposition62 (or graphical representation) of the molec-
ular framework defined for the systems in Figure 3b,d. Each
vertex in Figure 3a,c represents a CG monomer, which for the

water−wire would either be one water molecule or a
hydronium ion (see Figure 3a), and for the polypeptide it is
a single amino acid fragment; for a general molecular system
this would represent a chosen fragment. The connected edges
shown in Figure 3a,c represent dimer fragments as seen in
Figure 3b,d. Higher order simplex components of the graph
that include trimer and tetrameric fragments and so on, are
defined as seen in Figure 3c, and this constitutes the many-
body, extended, coarse-graining method described in ref 4
through simplex decomposition and used for post-Hartree−
Fock accuracy and in ref 5 for basis set extrapolation. Here,
Figure 3 is provided for illustrative purposes to focus our
discussion on potential energy surfaces obtained from multiple
such graphical decompositions.
The molecular fragmentation in Figures 3b,d is algebraically

translated in refs 1−3 using the set-theoretic principle of
inclusion−exclusion,39 where the molecular fragment depicted
using edges is treated as sets and the vertices turn out to be
overlapping regions between sets (see Figure 3b,d). These
geometric parameters carry energy corrections to the overall
system energy, and the associated inclusion−exclusion
principle based generalization of the ONIOM method
presented in refs 1−3 has the mathematical form

∑ ∑ ∑ ∑≈ + Δ − Δ ∩ + Δ ∩ ∩ − + − Δ ∩ ∩ ∩ ∩−

= ≤ < ≤ ≤ < < ≤

−

< < < <

E E
n

E i E i j E i j k E i n(0) ( ) ( ) ( ) ... ( 1) (1 ... ... )
i i j n i j k n

n

i n

PIE ONIOM level,0

1 1 1

1

1 ... ...

(1)

where Elevel,0(0) is the energy corresponding to the full system
in Figure 3 at some predefined lower level of theory, whereas

Δ = −E i E i E i( ) ( ) ( )level,1 level,0 (2)

represents a correction term, as in ONIOM,16 arising from
each set in Figure 3b, represented using the indices i and j, that
are in turn represented as edges in Figure 3a. Overlapping

fragments between sets are represented as i ∩ j and so on.
Thus, Figure 3b represents an hierarchy of fragments used to
compute energies and forces.
In light of the decomposition shown in Figure 3c, a more

sophisticated and computationally efficient4 treatment uses the
language of hypergraphs63,64 and simplicial complexes.63,64

Basically, a local complex is defined around each node, as

Figure 3. Illustration of the graph-based and set-theoretic fragmentation for water−wires (a and b) and polyalanine (c and d).
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depicted in Figure 3c, and this local complex prescribes the
level of local bonded and nonbonded interactions required to
be captured on the basis of our approximation. In the
discussion below, we assume this local complex to be of rank-R
and constant for all nodes, although this is not necessary.
Figure 3a may be visualized as resulting from the local complex
in Figure 3c floating from one node to the other. Such a
graphical structure is called a simplicial complex, which is a
special case of a hypergraph. Given such a network, it is always
possible to define an invariant property of such a graph known
as the Euler characteristic,63,64 defined as

∑

η η η η η

η

χ = − + − + − + + −

= −
=

R
... ( 1) ... ( 1)

( 1)

r
r

R
R

r

r
r

0 1 2

0 (3)

where ηr is the number of geometric entities (or simplexes) of
rank-r; that is, η0 is the number of nodes, η1 is the number of
edges, η2 is the number of faces, and so on. (Note: Geometric
entities within a graph, nodes, edges, triangles, and
tetrahedrons, are all finite-rank simplexes.62,65−70 Thus, a
node is a rank-0 simplex, an edge is a rank-1 simplex, and so
on.) Here, we replace the appearance of each rank-r, numbered
using the index α, by an energy correction analogous to eq 2,
that is, ΔE(α, r). Correspondingly the graph-theoretic energy
expression,4 which is analogous to eq 1, and consistent with
the Euler characteristic in eq 3 may be written as

∑ ∑ ∑α= + −
−

Δ −
α

α

‐

= =

l
m
ooo
n
ooo

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ

|
}
ooo
~
ooo

E

E
R r

E r
R

p( 1)
rank

( , ) ( 1)
r

r

m r

m r m

graph theoretic

level,0

0

,

(4)

As noted above, “α” represents a simplex65−68 of rank-r and R
is the largest simplex rank considered for electronic structure
treatment. The curly bracketed term, {...}, refers to the
energetic replacement for all rank-r simplexes, that is, ηr, in eq
3:

∑ ∑η α→
−

Δ −
α

α
=
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ooo
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ooo
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ÅÅÅÅÅÅÅÅÅÅÅ
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( , ) ( 1)r

m r

m r m,

(5)

The square bracketed term contains an overcounting
correction,4,5 where pα

r,m is the number of times the αth rank-
r simplex appears in all rank-m simplexes (m > r). Thus, the
right side of eq 4 may be interpreted as the sum of a reference
energy Elevel,0 and a Euler characteristic-like energy correction
that is now computed by constructing a measure on each
simplex as depicted in eq 5. The quantity ΔE(α,r), as noted
above, is a difference in energy, analogous to ΔE(i) in eq 2,
that is, the difference in higher and lower level energies for the
αth rank-r simplexes.
With respect to constructing electronic structure approx-

imations using eq 4, there are two specific control parameters
in eq 4. One pertains to the choice of “R”, and the other
pertains to the spatial envelope that assembles the family of
edges or two-body interactions. The latter pertains to the
neighborhood used to determine the set of {α} for each “r” in
eq 4. (Note that once the vertices and edges are defined, the
graph is completely defined and the expression in eq 4 can
then be truncated at any order.) In this work, R, the maximum
simplex rank, is chosen as one and only vertices and edges are

included in the fragmentation work. In this manner, the
potential energy of a system, for a given configuration or a
family of configurations, can be computed using either the set-
theoretic (given by eq 1) or graph-theoretic (given by eq 4)
approach. The geometric network implementation in Figure 3a
allows a much more computationally efficient implementation
than in eq 1 as discussed in ref 4. Nevertheless, as described
earlier, the fragmentation energy will explicitly depend on the
fragmentation protocol. For the case of Figure 3b, the
fragmentation energy, eq 1, depends on the definition of the
sets, {{i}, {i ∩ j}, {i ∩ j ∩ k}, ...}, and for the case in Figure
3a,c, the fragmentation energy, eq 4, depends on the adjacency
matrix that defines the graph, , represented in Figure 3a,c. In
either case, dynamical effects and potential energy surface
calculations will require one to be able to consider multiple
fragmentation protocols simultaneously.

II.A. Formal Constructs for a Formalism That Uses
Multiple Graphical Networks. We begin by rewriting eqs 1
and 4 as a map between (i) a molecular geometry and (ii) a set
of local bonded and nonbonded connectivities depicted by
{{i}, {i ∩ j}, {i ∩ j ∩ k}, ...} or and an associated algebraic
function, EPIE−ONIOM or Egraph−theoretic. Specifically, the right
sides of eqs 1 and 4 are completely determined by the
molecular coordinates of the system and the chosen molecular
fragmentation protocol; that is,

τ ≡ {{ } { ∩ } { ∩ ∩ } } ≡i i j i j kR R R( , ) ( , , , , ... ) ( , )
(6)

Here R represents the system coordinates, the sets {i}, {i ∩ j},
and so on are together described as τ and, similarly, for the
graph , that is,

τ ≡ {{ } { ∩ } { ∩ ∩ } } ≡i i j i j k, , , ... (7)

and represents the molecular fragmentation or graph-theoretic
decomposition protocol. Equation 6 also defines a “truncated”
topological space.71−75 The prescriptions τ, , and {{i}, {i ∩
j}, {i ∩ j ∩ k}, ...} imply a connectedness in the coordinate
space, R, by defining critical bonded and nonbonded
interactions; this so-called connectedness is the essence of
the nature in which electronic structure calculations are to be
performed to obtain eqs 1 and 4. In this sense eqs 1 and 4
define a map:

and hence EPIE−ONIOM depends on (R, τ); that is,

τ≡‐ ‐E E R( , )PIE ONIOM PIE ONIOM
(9)

But, it is also possible to define multiple graphs for any given
molecular configuration, as is already apparent from the
discussion surrounding Figures 1 and 2, and the energy
associated with a given graph or topological space definition is

Hence, it becomes necessary to think of the energy of the
system as a probabilistic sum over multiple fragmentation
topologies (or graphs) since in some sense each of the graphs
force a certain kind of locality in the electronic structure and
hence may be loosely considered as “valence bond”76−78

constructs or “diabatic states”.79−87 Hence,

∑ ρ⟨ ⟩ =
α

α α
−E ER R R( ) ( ) ( )PIE ONIOM

(11)
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where ρα(R) is the probability corresponding to topology τα,
with energy Eα

PIE‑ONIOM, both of which are functions of the
nuclear coordinates. Note that topology τα represents a certain
fragmentation protocol and certain connectivity (or adjacency
matrix) depicted by the graph α. A different topology, τβ, has
a different fragmentation and, hence, different energy and
nuclear gradients (because of eq 8). It is further important to
clarify that changes in connectivity lead to a change in the
adjacency matrix in a graph. This is essentially what happens
during dynamics and conformational changes in potential
energy surface calculations. Furthermore, it is also possible for
the nature of vertices in the graph-theoretic description to
change, for example, when a water molecule gains a proton.
These subtle changes are depicted in Figure 3 by coloring the
nodes. All of the changes are referred to as topological changes,
or topological hops, for the remainder of the work.
Furthermore, the graphs and topologies, { }α and {τα}, may
also be considered as akin to valence bond states,76−78,88−94 and
hence the potential energy surfaces constructed by using any
individual α or τα are interpreted here as crude diabatic
states.79−86,95 In the next subsection we introduce a
Hamiltonian formalism to obtain the topological weights
{ρα}, and this process is deeply influenced by the literature on
nonadiabatic dynamics.79,82−84,95−98

II.B. Hamiltonian Formalism for Superposition of
Graphs, { }α (or {τα}), To Compute {ρα}. As noted above,
we interpret the fragment energy dependence on topologies;

i.e., Eα
PIE−ONIOM ≡ τα

−E R( , )PIE ONIOM ≡ α
−E R( , )PIE ONIOM , as

diabatic states,79−86 and here, for reduced dimensional
surfaces, these are treated as functions of some subset of the
nuclear degrees of freedom, RQM. In classical dynamics, this
nuclear coordinate dependence may be explicitly mapped to
the simulation time. However, in quantum nuclear dynamics
and potential energy surface calculations, the subspace {RQM}
may be stepped in some predetermined fashion to obtain
surfaces {Eα

PIE−ONIOM(RQM)} using the map represented in eq
10. It is through this τα dependence of energy that we interpret
these fragmentation-based potential surfaces as crude diabatic

states. Here we develop a general method for interpolation
across an arbitrary number of such states, in the sense of eq 11.
However, before we develop the interpolation procedure, it is
first necessary to describe a domain decomposition scheme that
defines “local”-connected domains in {RQM} that are each
optimally described separately by one among a set of graphs,
{ }α . This domain decomposition scheme is discussed in
subsection II.B.1.
While the goal for this publication is to develop smooth

potential surfaces from molecular fragmentation, continuous
forces for classical dynamics and geometry optimization may
also be obtained through straightforward differentiation of eq
11. In such a situation, one would compute Hellman−
Feynman forces from eq 11, where the individual diabatic
states would have similar gradients as those discussed in ref 2,
and the derivative for coefficients, {ρα(R)} may be worked out
by following the evolution of their time series as done in many
semiclassical nonadiabatic dynamics methods.95 However, we
also note that we have conducted classical simulations of larger
protonated clusters through direct use of eq 4. In our
experience, any discontinuities in energies and forces can be
largely mollified by choosing an appropriately large enough
value of R in eq 4 and a large enough spatial range for
computing edges for the graph (see the discussion following eq
5.) These aspects regarding classical dynamics will be discussed
in future publications.

II.B.1. Classification (through Unsupervised Learning) of
the Nuclear Coordinate Space Grid through Similarities in
{ }α . Graph similarity is a well-researched topic of great
relevance to machine learning.99 The general method is to pose
the question in terms of similarities in the respective adjacency
matrices of two graphs. Here we pursue a simpler approach
allowing for improved measures to be incorporated in the
future. Details of this method are discussed in Appendix A.
The spatial decomposition described in Appendix A is
essentially a classification method based on the Forgy
method100 where, at the end, points serve as “centroids”,
{RQM

0,α } of separated domains in {RQM}. An example of such a
procedure is provided in Figure 4a, where a proton is stepped

Figure 4. (a) Centroidal decomposition for a one-dimensional potential associated with one proton stepped along the respective donor−acceptor
axis in the water−wire studied in this publication. The centroids, {RQM

0,α } associated with the two diabatic topological states are depicted using solid
red circles. The connection between the {RQM

0,α } is depicted by the edge connecting the two nodes. Similarly, panel b provides an illustration of the
centroidal decomposition for a two-dimensional potential associated with two protons stepped along the respective donor−acceptor axes. The
centroids, {RQM

0,α } associated with the four diabatic topological states are depicted using solid red circles. See text for details. This kind of scheme is
readily generalizable to higher dimensions as is clear from the Delaunay triangulation of eight centroids in three dimensions in panel c and will be
the subject of future publications.
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along its donor−acceptor axis. The nodes (red circles)
represent the centroids for the topologies, and the connection
between these nodes indicate the correlation between
topologies and contribute to off-diagonal diagonal elements
in the Hamiltonian discussed in subsection II.B.2. Panels b and
c of Figure 4 present the multiple topology centroids (nodes)
and their connections (edges) in 2D and 3D potential energy
surface domains, respectively. A pictorial representation of the
multitopology Hamiltonian (discussed in subsection II.B.2)
formed for the 2D case in Figure 4b is represented by Figure
5b.

Before we delve into the details of the Hamiltonian
formalism that allows us to interpolate between the various
topological descriptions of the electronic structure, we first
make some overarching arguments pertaining to the
connections between the nodal structure in Figures 4 and 3.
Figure 3 shows a hypergraph representation of a single
molecular structure. However, as this molecular structure
evolves (either in dynamics or during potential surface
construction), the graphical network changes and each
separate graphical network is represented as a single node in
Figure 4. Thus, each node in Figure 4 is representative of one
hypergraph such as that in Figure 3; a different node represents
a different hypergraph characterized by different connectivities.
Thus, each node in Figure 4 pertains to an embedded
hypergraph that depicts the electronic structure at that node,
and in the Voronoi region (an example shown using blue
boundaries in Figure 5a), or k-means cluster, represented by
that node. Thus, the edges, the faces, and the higher order
simplexes in Figure 4 depict how the nodes combine within the
Hamiltonian formalism (discussed in subsection II.B.2) to
yield linear combinations of the electronic structure depicted
by each node, to yield a potential surface. As we will see, near
the Voronoi separations, the Hamiltonian formalism will allow
us to smoothly interpolate, thus morphing uniformly from one
topological description to another. As a result the prescriptions
below are called continuous topological morphism (abbre-
viated as CTM).
II.B.2. Hamiltonian Formalism for Coupled Multitopology

Potential Surfaces. For topologies or graphs given by { }α
or {τα}, the fragmentation-based potential energies corre-
sponding to these topologies yield a set of surfaces,

{Eα
PIE−ONIOM(RQM)}. The “multiconfiguration” probabilities,

{ρα} in eq 11, then allow an interpolation across these states,
and to achieve this, we introduce a “Hamiltonian” matrix, ,
using the following rules:
(1) The Hamiltonian matrix, , is an explicit function of

RQM, that is, R( )QM .
(2) The diagonal elements of at each value of RQM are

t h e t opo l o g i c a l en e r g i e s . Hence α α R( ), QM ≡
Eα
PIE−ONIOM(RQM). For example, as per the domain decom-

position procedure discussed above, each grid point RQM is
assigned to a centroid RQM

0,α . The energy corresponding to the
associated topology, as well as energies corresponding to
neighboring topologies as defined by the Delaunay triangu-
lation procedure, are the diagonal elements of .
(3) The off-diagonal elements, α β, , are computed on the

basis of a vicinity parameter, ϵα,β. For all sets of surfaces
{Eα

PIE−ONIOM(RQM)} that reside within a vicinity ϵα,β, from the
center of a pair of centroids RQM

0,α and RQM
0,β , that is, for

− + < ϵα β
α βR R R

1
2

( )QM QM
0,

QM
0,

,
(12)

α β, is defined as

η η= − −α β α β α β α β
− −v v E E( ) ( ( ) 1) ( ), , ,

PIE ONIOM PIE ONIOM

(13)

where the function η(vα,β) is a smooth Heaviside function with
parametrization:

η = − +α β α βv c b v a( ) (erf( ( )) 1), , (14)

∫π
= −x terf( )

2
e d

x
t

0

2

(15)

The parameters a, b, and c are translation, dilation, and
modulation parameters, respectively, as allowed by multi-
wavelet theories,101−107 and

=
− + + ϵ

ϵα β

α β
α β

α β
v

R R R( )

2,

QM
1
2 QM

0,
QM
0,

,

, (16)

While we considered many values for parameters a, b, and c in
our studies, including the case where b → ∞ and eq 14 tends
to a step function, here we present the case when these
parameters a, b, and c are chosen as 0.5, 5, and 0.5,
respectively, such that when vα,β is in the window (0,1), then
η(vα,β) ∈ (0, 1). These parameters were chosen as a
compromise between smoothness and spread. Figure 6
shows η(v) and its first derivative with respect to v to illustrate
the smoothness and the spread. It should be noted that in eq
12 and eq 16 the seam of intersection between the surfaces
obtained using α and β is approximated to be at the center
of the line joining the centroids RQM

0,α and RQM
0,β . Clearly this is

an approximation as there is a real seam region that separates
the potential surfaces obtained by using α and β . While, in
one dimension, this location may be determined, in multiple
dimensions the location and definition of the seam of
intersection is not possible to determine and hence
approximations are necessary. In section II.B.3 we provide a
general description of this problem for arbitrary dimensions,
and detailed benchmarks on using such approximate seam
regions are discussed in section III.C.

Figure 5. The triangulation procedure (Figure (a)) and the
associated, resultant Hamiltonian matrix (Figure (b)). The Hamil-
tonian that depicts the correlations between the topologies described
in Figure 5a (and Figure 4b) is presented in Figure 5b). Blue lines
represent the boundaries obtained after the domain decomposition
based on { }α . Green crosses are the centroids of triangles containing
them. Hamiltonian that depicts the correlations in panel a is presented
in panel b.
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(4) Since η(vα,β) ∈ (0, 1), all the off-diagonal elements of
are purely imaginary. For a set of topological energies
{Eα

PIE−ONIOM}, the choice of a Hermitian matrix leads to a
lowest eigenvalue of outside the span of { }α α, . Thus, the
interpolated potential energy surface will be lower in energy
than all the individual topology surfaces. Instead, it is desired
to have the lowest eigenvalue of to reside within the span of
{ }α α, . The purely imaginary off-diagonal element along with
a symmetric condition on (that is, is non-Hermitian but
special in the sense that it is the sum of a diagonal matrix and
an anti-Hermitian matrix) leads to the lowest eigenvalue
residing inside the span of all diagonal elements of . In the
end, a complex eigenvalue solver is used to calculate all of the
eigenvalues, and the lowest eigenvalue is chosen to be the
ground state potential energy of the system. In practice, all
eigenvalues are found to be real.
The overall structure of such a multitopology Hamiltonian

may be understood from the illustration in Figure 5b for the
centroidal decomposition in Figure 5a.
II.B.3. Adaptation of Preceding Ideas to Arbitrary

Dimensions. In subsection II.B.1 and Appendix A we provided
a domain tessellation of {RQM}, based on the similarities in
{ }α in arbitrary dimensions. Each of the multidimensional-tile
centroids, {RQM

0,α }, is captured uniquely by a single Eα
PIE−ONIOM,

and hence we have a family of domains, each one
corresponding to a different “diabatic state”. We thus compute

potential energy surfaces on {RQM}, each one correspond-
ing to a distinct topology, τα, or graph, α. In subsection II.B.2,
we consider a Hamiltonian formalism to suitably interpolate
between Eα

PIE−ONIOM across the boundary regions of the tiles
specified by the centroids {RQM

0,α }. But we must recognize that
there exists a certain degree of arbitrariness in the scale utilized
to depict the respective values of Eα

PIE−ONIOM. What is implied
here is that since each of the Eα

PIE−ONIOM arises from a different
topology, τα, or graph, α, a given grid point on RQM will have
different energy values depending on whether a graph α or a
graph β is used to depict its topology and derive its
fragmentation. Thus, there exists an arbitrariness of scale in the
family of energies {Eα

PIE−ONIOM} and in this section we outline a
general multidimensional protocol to overcome this problem.
For a Delaunay-triangulated domain in -dimensions (as

depicted for 2D and 3D in Figure 4b,c, respectively), we find
the set of all of the highest order simplices and obtain their
corresponding centroids using the nodes present in them. The
potential energy surfaces corresponding to each of the highest
order simplices are then shifted to have the same potential

energy at the centroid of their corresponding simplex. For
example, for the 2D case shown in Figure 4b, the highest order
simplices are triangles, Δ123 and Δ134, respectively. The
potential energy surfaces corresponding to nodes “1”, “2”, and
“3” will be shifted to have the same potential energy at the
centroid of Δ123. Independently, the potential energy surfaces
corresponding to nodes 1, 3, and 4 will be shifted to have the
same potential energy at the centroid of Δ134. The centroids
Δ123 and Δ134 are shown in Figure 5a using green “X”-marks.
The Hamiltonian formalism described in subsection II.B.2 is
applied to each of these shifted sets of potential surfaces
corresponding to Δ123 and Δ134, thus obtaining interpolated
surfaces corresponding to “nodes” Δ123 and Δ134. The two
interpolated surfaces are then shifted to meet at the center of
two centroids, i.e., the midpoint between the two green X-
marks in Figure 5a, and the cycle continues until we are left
with only one node.
The correlations between the topologies shown in Figure 5a

are presented in Figure 5b as a Hamiltonian matrix, . The
blocks, i,j, represent the coupling between nodes (that is
edges in Figure 4b), and the hashed out regions are zero,
where for example there are no edge connecting nodes 4 and 2
in Figure 4b and hence the appropriate coupling is hashed out
and is zero. Each block is an NGrid × NGrid matrix, where NGrid
is the number of grid points.

II.C. Formal Scaling in Fragment-Based Multitopol-
ogy Potential Surface Calculations.We use eq 4 to deduce
the scaling in these calculations. First, it is assumed that a
molecular assembly has been subdivided into monomers
(or nodes). Furthermore, the number of basis functions for
each node is assumed to be , and this affects the
computational complexity involved in calculations pertaining
to each node. As a result the total number of basis functions in
the entire system is roughly the product [ × ].
Equation 4 has multiple segments that are treated in a

parallel fashion in our C++ module capable of using multiple
electronic structure packages simultaneously, for each frag-
ment-based energy and force calculation. Consequently, the
Elevel,0 calculations in eq 4 scale as

= [ ]Scaling ( )E
L

level,0 (17)

where “L” above refers to the polynomial scaling for the lower
level of theory, which for DFT is approximately 3.5.
If calculations are performed in a parallel manner, the overall

scaling of the second term in eq 4 (nodes, edges, and so on) is
bounded by the effort for the maximum rank. Hence, if we
assume that the algebraic scaling factor for the higher level of
theory is “H” (which for CCSD is 6 and MP2 is 5), the overall
scaling for the computation in eq 4 is given by

= [ ] + { { { }}}

= [ ] + { { }}

= [ ] + { }

= [ ] + [ ]

α

α

α

{ } { }

{ } { }

{ }

r r

r

R

R

Scaling ( ) (max max max ( ) , ( ) )

( ) (max max ( ) )

( ) (max ( ) )

( ) ( )

r

r

Eq 4
L H L

L H

L H

L H

(18)

It must further be noted that the quantity is the number of
basis functions per node and is not system size dependent.
Thus, the higher scaling second term in eq 18 adds a constant
effort and the dominating system size dependent computa-

Figure 6. (Red curve) Modified error function utilized to construct
off-diagonal elements of the Hamiltonian matrix as described in eq 13.
(Green curve) First derivative of the function represented by the red
curve.
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tional effort arises from the first, lower scaling term in eq 18. As
a result,

⎯ →⎯⎯⎯⎯⎯ [ ]Scaling ( )Eq 4

large L
(19)

As a result, in refs 3−5, we state that eq 4 provides CCSD and
MP2 (or post-Hartree−Fock in general) accuracy at DFT cost.
If, on the contrary, the calculations are performed in a serial

fashion, then the overall scaling approaches

∑ ∑= [ ] +
−

[ ] + [ ]
α=

R r
r r

Scaling

( )
rank

( ) ( )
r

Eq 4

L

0

H L

(20)

In our calculations, the sum over α is defined on the basis of a
local neighborhood interaction and hence leads to a constant
number of terms that is independent of and R. Thus, in the
serial case also, the overall scaling tends to that in eq 19.
II.C.1. Formal Scaling for Continuous Topological

Morphism. The situation for CTM is more complex in the
sense that the computation in eq 4 is to be performed at
multiple grid positions ( Grid in number), and for multiple
topologies, Top in number. Since the sampling functions
discussed in refs 108−112 would reduce the value of Grid by
several orders of magnitude, we assume the new set of grid
points to be ≪Grid

Shannon
Grid. However, for each additional

grid point, the computational effort includes, calculation of
Elevel,0 (that is, [ ]( )L ) and only a subset of the rank-R
fragments that contain dimensions that are perturbed along the
grid. Thus, this latter aspect is expected to have critical impact
in computing reduced dimensional surfaces. Thus, computing
a single potential surface approaches the complexity:

⎯ →⎯⎯⎯⎯⎯⎯⎯⎯⎯ × [ × ]−Scaling
large

( )Eq 4 OnePES Grid
Shannon L

(21)

where, in principle, the actual scaling is only determined by the
second L-scaling part, but in practice Grid

Shannon can be a large
number.
Now, the question of multiple potential surfaces as dictated

by the term, Top, and to analyze this we revert back to eq 18.
The key idea is that, for every additional topology, Elevel,0 does
not need to be recomputed and can be reused from a previous
topology calculation. But, some of the rank-R simplex
fragments do need to be computed, and hence the overall
complexity of potential surface calculations scales as

= × { [ ] + × [ ] }RScaling ( ) ( )CTM Grid
Shannon L

Top
H

(22)

It is true that molecular system size only appears in the first,
lower scaling term. It is further true that one may expect the
number of topologies to be far fewer than the number of
sample points on the potential surface grid; that is,

≫Grid
Shannon

Top. Hence, in the large system limit, one can
make the argument that

⎯ →⎯⎯⎯⎯⎯⎯⎯⎯⎯ × { [ ] }Scaling
large

( )CTM Grid
Shannon L

(23)

but for the system size considered here, and for all current
practical purposes, it is safer to assume that the scaling is

governed by eq 22, which states that while a significant portion
of the computational effort is dominated by the lower L-scaling
(that is DFT scaling), for medium sized systems, there still
exists a portion of the calculation that scales as the higher level
electronic structure method, with algebraic scaling H, and this
second part is linearly attenuated by the number of topologies
required for potential surface generation. Furthermore, this
second higher scaling H-dependent term does not depend on system
size and is only controlled by , the size of the monomer, and R,
the size of the many-body envelope. In all cases it is expected that

≫Grid
Shannon

Top. In practice, the two parts of the
computation in eq 22 are done in parallel, and even for the
system size treated here, the lower level of theory dominates
the computational effort. This scaling is expected to become
more favorable with system size (from an electronic structure
perspective) as is clear from eq 22. The large Grid

Shannon

prefactor in eq 23 is a critical limitation in quantum nuclear
treatment, and this work does not address these concerns.
Please see ref 113, where the potential for tensor-network
decomposition as a step to further reduce the Grid

Shannon

complexity is discussed. Future publications will further expand
on these computational gains to present a tractable overall
software solution.

II.C.2. Computational Aspects. There are several compo-
nents to the computational implementation.
(a) The definition of nodes represents a level of coarse-

graining and constitutes the first step in the algorithm.
(b) Following this, edges are constructed. Here we enforce

two conditions. While these conditions are discussed here in a
manner specific to water, the algorithms are general as may be
clear from the discussion in ref 4. In our case here, the oxygen
atoms for each water represent a node. We then create edges
between neighboring nodes based on a shortest distance
criterion. Additional edges are added between nodes that are
within 10% from the respective shortest distance edge. This is
the same protocol as that used in ref 1.
(c) To obtain all fragments from the associated graph, there

are three algorithms available for use in our computer program.
Two of these algorithms are discussed in detail in previous
publications.1,4 Both of these algorithms are essentially bit-
manipulation algorithms, where each fragment obtained from
the edges above are treated as bits in an integer. Integer AND
operations yield nodes, and electronic structure input files are
created in an efficient manner using these bitwise-AND
operations. (See Chart 1 of Appendix A in ref 1). A more
sophisticated Python script that obtains all objects up to rank-
R for a given graph defined by nodes and edges is currently
under development and will be discussed in a future
publication.
(d) Once the fragments are generated on the basis of the

algorithms discussed above, there are two additional
simplifications that arise here (i) within the context of
calculation of a diabatic state at all grid points and (ii) with
computation of multiple topologies at each grid point. In both
cases, the common fragments are eliminated and computation
is done only for those fragments where the atomic positions
change. In this manner the code is optimized to compute only
those fragments that are needed at additional grid points and/
or additional topologies. Currently this is done through a shell
script, but future versions of the code will use graph utilities
from Python, steps for which have already been taken as
discussed under point c above.
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(e) All electronic structure calculations required to assemble
the fragmentation energies in eq 4 are performed through an
MPI parallelized C++ module that is capable of simultaneously
using multiple electronic structure packages within a single
Egraph−theoretic calculation (eq 4). In this work, all components of
the right side of eq 4 are computed using the Gaussian series of
electronic structure programs.114

III. NUMERICAL BENCHMARKS ON THE ACCURACY
OF POTENTIAL SURFACES AND PROTON
EIGENSTATES OBTAINED USING MULTIPLE
FRAGMENTATION PROTOCOLS

Here we probe the accuracy in computing molecular potential
energy surfaces, proton eigenstates, and eigenenergies in
agreement with post-Hartree−Fock theories using the
(H2O)12H

+ water−wire system shown in Figure 2 as a
benchmark. This particular system has been widely studied
by several groups using empirical potential mod-
els.54−56,115−117 These protonated water−wires are seen in
many constrained environments such as biological membranes
and enzyme active sites,118−120 ion channels,121 carbon
nanotubes,122−124 and fuel cells.125 Water−wires are also
present in the photosynthetic reaction center of Rhodobacter
sphaeroides,119 where they are responsible for proton transfer to
a secondary quinone group.126

The method outlined above is general and adaptive and
requires (a) location of contiguous regions of the potential
surface governed through treatment by a single fragmentation
protocol or topology, τα, or graph, α, (b) the associated set of
centroids, RQM

0,α that represent these contiguous regions, and
(c) the intervening intersections or seam regions that separate
these multiple topological regions. While these intervening
seam regions may be known as part of classical dynamics
simulations and one-dimensional reaction path calculations,
since changes in topologies would be accompanied by spikes in
electronic energy, such information may not be readily
available when multidimensional potential surfaces are
computed. Furthermore, the regions defining the intersection
seam may themselves be multidimensional subspaces and thus
inherently complex to determine. In subsection II.B.3, we have
provided a general, multidimensional protocol for computing
the interpolated surfaces without knowledge of the seam.
However, one critical question that arises in the algorithm is

how crucial is the precise identification of the seam region for
effective interpolation across multiple topological surfaces, and
in subsection III.C, we present benchmarks that indicate that
this information is not necessary to be known in an extremely
precise fashion. In fact, our tests here indicate that errors in
seam detection of the order of 0.3 Å in one-dimensional
studies yield a negligible change in potential surfaces.
In subsection III.A, we present computational aspects

relating to fragment and graph (or topology) definitions and
other parameters used for multitopology interpolation.
Accuracy of potential surfaces and associated eigenstates and
eigenenergies computed using multitopology interpolation
where the seam regions are known are discussed in subsection
III.B and, when they are not known, are discussed in
subsection III.C; in subsection III.C we also present bench-
marks for the general approach in subsection II.B.3. The latter
is especially critical, as noted above, for multidimensional
cases. Multidimensional aspects are briefly discussed in
subsection III.D with more details to be considered in future
publications.

III.A. Water−Wire Geometries for Reduced Dimen-
sional Quantum Nuclear Potential Surfaces, Fragmen-
tation Protocols, and Other Computational Details. We
gather a realistic range of shared hydrogen potential surfaces
for benchmark calculations, by first examining results from ab
initio molecular dynamics trajectories. A set of ten different
molecular geometries are assembled from AIMD studies on
(H2O)12H

+ performed at the B3LYP/6-31++g(d,p) level of
electronic structure theory; these geometries are chosen at
roughly 5 fs increments from the AIMD trajectory. The
configurational sampling of these structures may be gauged
from the oxygen−oxygen pair separation since this dictates the
kind of potential energy surface that the shared proton
experiences. The oxygen−oxygen pair distribution function
obtained from the AIMD trajectory is shown in Figure 7a,
whereas the associated pair distributions chosen for quantum
nuclear studies deviates from Figure 7a as given in Figure 7b.
The relevance of the distribution in Figure 7a is critical to note.
As seen from several previous studies,127−129 the short
oxygen−oxygen distances (of the order of 2.5 Å or less)
correspond to short strong, Zundel-like130−134 hydrogen
bonds.135,136 On the contrary, oxygen−oxygen distances in
the range of 2.8 Å are seen in more delocalized Eigen-like

Figure 7. (a) Pair oxygen−oxygen distribution function for all geometries in the AIMD trajectory. (b) Deviations for the same distribution for the
sample set chosen for reduced dimensional potential energy surface calculations. Panel b shows that the sample set chosen for potential surface
calculations faithfully represents the distribution in panel a.
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systems,137,138 in larger water clusters127 and in condensed
phase studies.59,139

In the protonated water−wire (H2O)12H
+ examined here,

there are 11 nearest neighboring O−O pairs all containing a
shared proton. We compute one-dimensional potential energy
surfaces for these 11 protons along reduced dimensions
directed along the donor−acceptor oxygen pairs using the
multiple fragmentation topology based electronic structure
method outlined above. From our sampled data set of 110
potentials (10 geometries with 11 potential surfaces from each
geometry), we find that any potential energy surface belonging
in the O−O distance range of 2.28−2.72 Å has approximately a
93% probability of containing a topological hop, due to the
short−strong nature of the associated hydrogen bond, whereas
a geometry belonging in the range of 2.72−2.80 Å has
approximately a 25% probability of containing topological
hops. Oxygen−oxygen separations in the range 2.80−2.98 Å
generally are well-characterized by a single fragmentation
protocol, and the multitopology formalism is not necessary in
these cases. Thus, the O−O pair distribution not only classifies
the oxygen pairs but also the corresponding potential energy
surfaces computed in this publication. Hence our analysis
follows the classification provided by Figure 7.
Fragmentation of all of the protonated water clusters is

performed in such a way that primary fragments (or edges in
the graphical representation) are chosen to be water dimers or
Zundel cations, H5O2

+, and their overlaps (or nodes in the
graphical representation) are either hydronium ions (H3O

+) or
water molecules. See Figure 3b. Parameters employed during
the potential surface calculations are shown in Table 1. The

computations are performed using an MPI parallelized C++
driver that computes the energy and forces, by spawning
fragment calculations that are processed using the Gaussian
series of electronic structure programs114 for electronic energy
and gradient calculations at independent compute nodes. But
first the centroids are computed for each fragmentation
topology. An illustration of the associated Delaunay triangu-
lation65,69,70 and Voronoi diagram66−68 of the potential surface
constructed using the centroids for each topology as vertices
for the Delaunay triangulation is shown in Figure 4. Next,
energy surfaces associated with each topology are constructed,
and here the use of sampling functions108−111 will have the
great impact in reducing the number of electronic structure
calculations. The multitopology interpolated surfaces are
constructed using the algorithms explained above. Benchmarks
are provided in the following sections.
III.B. Interpolation across Surfaces Obtained from

Multiple Topologies When the Intersection Seam Is

Already Known. The accuracy of approximate potential
surfaces computed from the above formalism is gauged by
comparison with a reference calculation performed for the full
system at the target higher level of theory which in this case is
chosen to be MP2/6-31++g(d,p) (see Table 1). Error
estimates for the interpolated potentials are computed
according to the relation

∑ϵ = | − |w r V r V r( ) ( ) ( )V w
i

j i i i,
app high

j
(24)

where Vapp(ri) is the approximate potential computed from
multiple fragment topologies and Vhigh signifies the same at the
higher (target) level of electronic structure theory. Three
normalized weighting functions are employed where each one
selectively gauges the error at different regions of the potential.
The ground eigenstate weighted mean absolute error is
obtained according to the weighting function

ψ= | |w r r( ) ( )i i1 0
2

(25)

where ψ0 is the ground eigenstate and gauges the error
between Vapp(r) and Vhigh(r) in critical regions of the potential
populated by the ground eigenstate. A Heaviside function may
be used to gauge the error in a given energy window, and the
associated weighting function for energies less than 15 kcal/
mol may be written as

∝
[ − ] <

∀
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oooo
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oooo

w r
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( )
1, if ( ) min ( ) 15 kcal/mol

0, otherwise
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2

high high

i

(26)

Furthermore, an estimate of the global error in Vapp(r) may be
computed according to

=w r
N

( )
1

i3 (27)

and in all cases the weighting functions are L1-normalized to
unity and hence N in eq 27 is the number of grid points.
Furthermore, these errors are hydrogen bond donor−acceptor
distance, RDA, dependent, and hence we average these ϵV,wj
values in our studies below over the distribution of donor−
acceptor distances inside each bin shown in Figure 7, and these
averages are represented as ⟨ϵV,wj⟩ and are functions of the
oxygen−oxygen donor−acceptor distances. In Figure 8a, we
present the O−O pair distribution on the left vertical axis and
the average errors in potential, ⟨ϵV,wj⟩, on the right vertical axis.
Thus, any point on the ⟨ϵV,w1⟩ curve plotted on the right
vertical axis represents the average error over all ϵV,w1 errors for
the potential surfaces belonging to a specific donor−acceptor
bin represented along the horizontal axis. The bin averaged
potential surface errors over the 110 reduced dimensional
potential surfaces used here are well within 0.15 kcal/mol.
Specifically, the ground eigenstate weighted error, which
provides the error in the critical region of the potential is
well within 0.02 kcal/mol. In all cases, as is to be expected,
⟨ϵV,w1⟩ < ⟨ϵV,w2⟩ < ⟨ϵV,w3⟩.
We next examine the errors in eigenvalues and eigenvectors

obtained from the potential. Thus, the L1 norm of errors in the
proton ground eigenstate is defined according to

∫ ψ ψϵ = ⃗ || ⃗ | − | ⃗ ||ψ N
r r r

1
d ( ) ( )0

app
0
high

0 (28)

Table 1. Parameters Used To Construct Fragment-Based
Potential Surfaces

characteristic value

no. of grid points in each dimension 149
spatial spread of the grid along donor−acceptor
directiona

0.8 (or 1.0) Å

grid spacing along donor−acceptor direction 0.005 (or 0.007) Å
lower level of theory B3LYP/6-31++g(d,p)
target higher level of theory MP2/6-31++g(d,p)
topological vicinity parameter, 2ϵα,β, in eq 12 0.4 Å
aGrid spreads are chosen on the basis of the the donor−acceptor
distances.
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where ψ0
app and ψ0

high are proton ground eigenstates obtained
using multitopology interpolation and full surface high-level
calculation, respectively. The absolute error in the ground
eigenenergies are

ϵ = | − |E EE 0
app

0
high

0 (29)

where again E0
app and E0

high are defined as previously done for
the eigenstates. The corresponding donor−acceptor bin
averaged values are depicted as ⟨ϵψ0⟩ and ⟨ϵE0⟩ and again, as
in the case of ⟨ϵV,wj⟩, depend on the oxygen−oxygen hydrogen-
bond donor−acceptor distances. Figure 8b shows the average
of such errors for all donor−acceptor bins. All errors are well
within acceptable range. Thus, the multiple fragmentation-
based interpolation schemes show good accuracy at much
reduced computational cost.
Electronic structure calculations are performed using MPI

parallelization of fragment calculations. For a given topology
and a grid {RQM}, we reduce the topology to only contain the
fragments which change their geometries across {RQM}. For
multiple topology calculations, we reuse the common fragment
energies across different topologies. Overall, we compute the

fragment-based potential energy surfaces using only 10% of the
computational cost as compared to the reference calculation
performed for the full system at the target higher level of
theory. These computational developments yield further
reduction in computational effort in addition to that already
available due to the fragmentation protocol. However, as noted
previously, all of these calculations were for cases where the
seam of the intersection between the topologies was known,
and in the next section we address the problem when the seam
is unknown as this is intrinsic to the study of multidimensional
problems.

III.C. Interpolation for Cases Where the Seam of the
Intersection across Topological States Is Not Known or
Not Possible To Calculate. To probe the effect of
knowledge of a seam in the previous section, we first modify
eq 16 to read

=
− + ϵ

ϵα β
α β

α β
v

R R

2,
QM QM

Seam
,

, (30)

where the value of RQM
Seam is now to be scanned, and with that

the accuracy of the interpolation is determined. Toward this,

Figure 8. In Figure 8(a), the histogram depicts the significance of a given O−O distance as is shown on the left vertical axis and as in Figure 7(a).
Average potential energy surface errors on the right vertical axis of Figure 8(a) are computed for all potentials in a given bin as discussed in text.
Figure 8(b) shows the mean absolute error in proton ground eigenstates for potential surfaces belonging to each bin along the donor−acceptor axis
(left axis) and the corresponding errors in the averaged zero-point energies are shown on the right axis.

Figure 9. (a) Average of standard deviations of potential surface errors, ϵV,wj(RQM
Seam) when a set of 10 different seam inputs within a grid span of 0.3

Å are used for interpolation. (b) Average of standard deviations for the corresponding ground eigenstates errors, ϵψ0(RQM
Seam) and ground

eigenenergies, ϵE0(RQM
Seam), for each donor−acceptor bin.
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we choose a range of values for RQM
Seam in a neighborhood of size

0.3 Å for all of the calculations shown in the previous section.
The bin averages of standard deviation for ϵV,wj(RQM

Seam),
ϵψ0(RQM

Seam), and ϵE0(RQM
Seam), where we have parenthetically

noted the dependence on RQM
Seam, is then presented in Figure 9.

For potential surfaces, standard deviations are computed for
the three types of potential energy surface errors ϵV,w1, ϵV,w2,
and ϵV,w3 described earlier, while performing interpolation with
different seam inputs within 0.3 Å. Specifically, in Figure 9a we
present the average of standard deviations in potential energy
surface errors, ϵV,wj(RQM

Seam), corresponding to O−O pairs inside
each bin. This gives us insight into the effect of not using an
exact seam value on the errors obtained for the potential
surfaces computed within the range of donor−acceptor
distances. For example, a point on a δϵV,w1 curve shown in
Figure 9a corresponds to the average of standard deviations in
ϵV,w1 obtained when 10 different seam locations within a grid
spread of 0.3 Å were used in the multitopology interpolation
calculations. We see that the standard deviations in potential
energy surface errors are less than 0.03 kcal/mol in all of the
donor−acceptor distances. Thus, the exact location of the seam
does not seem to play a significant role in the interpolation. An
approximate guess for the seam can be utilized as input to the
CTM program to get the interpolated surface, as may be
gauged from eq 12.
Similarly, the bin averages for standard deviations in proton

eigenstate (δϵψ0,w1) and eigenenergy (δϵE0) errors are depicted
in Figure 9b. It is clear that the averages of the standard
deviations in all of the bins are negligible and of the order of
10−5 for ground eigenstates and less than 0.01 kcal/mol for the
ground state eigenenergy.
The centroidal Voronoi decomposition of {RQM} discussed

in subsection II.B.1 suggests the middle point of the topology
centroids as an appropriate choice for a seam. We confirm our
hypothesis by utilizing the center of topology centroids as the
seam input for all of the multitopology CTM interpolated
potentials computed in this work and thus computing the bin
averaged errors shown in Figure 10 using the same set of
geometries as mentioned earlier in Figure 8a. We find that the

errors thus obtained not only follow a similar trend but are also
of very similar magnitudes. The bin averaged errors for all of
the bins are less than 0.12 kcal/mol, which is the case in the
known seam case presented in Figure 8a. Thus, we conclude
that circumventing the problem of finding an exact seam via
the use of the middle point of the topology centroids serves as
a good approximation in CTM. This approximation in locating
a seam is specifically crucial for the multidimensional potential
surfaces where k-means provides an efficient algorithm to
obtain the centroids, {RQM

0,α } based upon { }α on a grid {RQM}
in arbitrary dimensions.

III.D. Coupled Proton Motion in Cyclic Formic Acid
Dimer, (HCOOH)2. Coupled proton dynamics is critical in
many chemical and biological processes. These include
hydrogen transfer61,140 reactions in biological141,142 and
atmospheric143 problems involving secondary isotope ef-
fects,142,144−146 LASER dyes,147 and several solar energy148

and fuel cell149,150 applications. Double proton transfers in the
carboxylic acid dimers151−155 such as the formic acid dimer
(FAD; shown in Figure 11) are prototypical exam-

ples.151,153,155−157 The FAD has especially been widely studied
to quantify the modulation of barrier heights due to the
coupling between nuclear degrees of freedom and to computed
associated tunneling splittings.158,159

In our study we consider the two-dimensional coupled
proton stretch degrees of freedom depicted in Figure 11. The
true problem is at least three-dimensional and must also
include the backbone fluctuations which are ignored in this
study, given our goal to demonstrate the multitopology
method. Furthermore, given the complexity involved in
computing the potential surface across a multiple dimensional
grid, here we approximate each proton stretch as a Morse
oscillator. The Morse potential energy functions thus utilized
are parametrized using ab initio electronic structure calcu-
lations performed at MP2/6-31++g(d,p) level of theory. (We
have also tested these for a CCSD/6-31g parametrization,
where accuracies are obtained similar to those for the MP2
case shown here.) Specifically, the well depth is calculated
using the energy difference between the optimized structure
and saddle point structure. The optimized structure is the
minimum energy structure shown in Figure 11, whereas the
saddle point configuration has both hydrogen atoms located at
the center of the respective donor−acceptor moieties. The well
width parameter utilized in the Morse potential energy
function is calculated using the harmonic force constants
obtained at the optimized geometry pertaining to the
vibrational modes corresponding to the symmetric and
asymmetric O−H stretch along the directions shown in Figure
11. The resultant Morse potentials are illustrated in Figure 12a.

Figure 10. The average potential energy surface errors computed
using the center of topology centroids as seam. The errors are
computed in the same way as explained in Figure 8a. Hence, for each
of the three curves every point represents the average of errors in the
same bin for the CTM interpolated potential energy surfaces in
comparison to the reference potential surface computed using a
higher level of theory.

Figure 11. Coupled proton transfer for the formic acid dimer.
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In the language of molecular fragmentation used above these
individual Morse oscillator surfaces appear as four different
diabatic states (Figure 12a), arising from four different bonding
topologies, {τα}, (or graphs, { }α ). The process of converting
these diabatic states to a graphical representation, using the
methods discussed earlier, is outlined in Figure 12b.
Specifically, the individual diabatic states are represented as
pink-colored nodes in Figure 12b. These nodes themselves
represent graphs that are then displayed in the four corners of
Figure 12b. Both set-theoretic and graphical representations
are provided. Each set in the representation depicts an edge,
whereas the overlap between sets is a node in the graphical
decomposition provided beside the set-theoretic fragmenta-
tion. Thus, the sets contain either HCO or HCOH fragments
that are colored differently. The coloring scheme for the graphs
is similarly chosen to maintain consistency. As can be seen, the
topological differences arise from the constituent molecular
fragments that are present in each set, node, or edge.
We interpolate between the diabatic potentials using our

multitopology interpolation scheme explained in subsection
II.B. The interpolated curve is shown in Figure 12c, and the
difference between the interpolated curve and the individual
diabatic curves is presented in Figure 12d. As may be clear
from Figure 12d, the interpolated surface smoothly transitions
between the various diabatic Morse curves and only differs
from each at the intervening seam regions. As seen from Figure
12c, the central part of the contours is a high energy region.

Hence the behavior shown in the central part of Figure 12d is
of minimal significance to quantum nuclear effects for this
particular arrangement of the formic acid dimer system.
Further analysis of the associated eigenvectors and eigenener-
gies for the multidimensional potentials will be a part of future
publications.

IV. CONCLUSION

In recent years, molecular fragmentation methods have greatly
revolutionized quantum chemistry through the promise of
accurate electronic structure at much reduced computational
cost accompanied by lower algebraic scaling. There have been
several studies constructed relating to accurate relative isomer
stabilization studies in systems of biological interest, vibrational
frequency calculations, and also ab initio molecular dynamics
simulations, to name a few, but methods that can accurately
and rigorously account for the dynamical nature of molecular
fragmentation, where the molecular fragmentation protocol is
to continuously adapt as a function of nuclear framework, have
been particularly elusive. This critical gap has limited the
progress and application of molecular fragmentation in critical
areas such as computing accurate potential energy surfa-
ces87,160 and reaction pathways,161 and in making this powerful
method available for studies pertaining to quantum nuclear
effects. In this work, we have taken a significant step toward
precisely these goals. We develop a new adaptive approach to
molecular fragmentation where potential energy surfaces can

Figure 12. (a) Four individual diabatic curves; (b) associated graphical representation. Each node (pink spheres, panel b) represents an embedded
graph, and this is depicted by expanding on the node to provide both graphical and set-theoretical representations of the molecular framework. (c)
Interpolated potential energy surface obtained from multiple topologies; (d) difference between the interpolated potential and the individual
diabatic states.
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be accurately computed by simultaneously considering multi-
ple fragmentation protocols.
Starting from a graph-theoretic approach to molecular

fragmentation, we further tessellate the molecular potential
energy space into contiguous regions each defined by a
separate fragmentation protocol. The creation of these
contiguous regions in the potential energy space relies on an
unsupervised-learning protocol known as the k-means; here, a
similarity index is computed between the graphs representing
different potential energy surface segments and the surface is
divided (or classified) on the basis of such similarity. Following
this, a Hamiltonian formalism is presented which allows for
smooth interpolation across multiple fragmentation protocols
by constructing the potential as a superposition of molecular
fragmentation topologies. The approach presented is multi-
dimensional in nature, and in this case, the physical picture
that appears is that of a hypergraph, where each node in the
hypergraph codes in the electronic structure in a local region of
the potential surface; edges in this hypergraph provide a
conduit to correlate and combine these local fragmentation
topologies to create the overall surface.
The approach is benchmarked by computing reduced

dimensional shared proton potential surfaces in a protonated
water−wire system. The surfaces are found to be in very good
agreement with post-Hartree−Fock methods such as MP2
(agreement in the sub-kcal/mol range); furthermore, shared
proton eigenstates and eigenvalues are also found to be in
equally good agreement, and of course, as always in molecular
fragmentation, the computational effort is much reduced.
Future studies will combine these fragmentation approaches
with potential surface sampling efforts108 to further reduce
computational costs and make state of the art, on-the-fly,
quantum nuclear dynamics possible.

■ APPENDIX A

Domain Decomposition of the Potential Surface Using
Unsupervised Learning
A reduced representation is first constructed for each graph.
This is done by assigning an integer value to each graph:

. There may be several ways to do this, and our
procedure is as follows: The graph or topology that is
adaptively generated for a given nuclear configuration RQM is
stored as a matrix of bits where the presence of each atom
(rows of the matrix) in each edge fragment (columns of the
matrix) is indicated by an “ON”-bit (or 1) and the absence is
indicated by an “OFF”-bit (or 0). We then obtain a unique
integer representation from each of these matrices of bits as

{ }∑ ∑− −Ä
Ç
ÅÅÅÅÅ

É
Ö
ÑÑÑÑÑa2 sort 2j

j
j i

i
ij

1 1 , where aij is ON when the ith atom

is present in the jth fragment. This transformation leads to a
piece-wise constant representation that encodes how α
changes in the subspace {RQM}. We then utilize an
unsupervised machine-learning algorithm called k-means,100

which is similar to the centroidal Voronoi tessellation162−164

procedure, on the piece-wise constant function to split {RQM}
into (number of unique topologies) distinct connected
spatial regions each of which contain only one topology. The
spatial decomposition described above is essentially a
classification method based on the Forgy method100 where
(a) random points serve as the first estimates for the
“centroids”, {RQM

0,α } of the separated domains. (b) Following
this, each point in {RQM} is sequentially assigned to the region

represented by its nearest centroid, which essentially amounts
to the construction of a Voronoi diagram162−164 associated
with nodes {RQM

0,α }. (c) The centroid of the resultant
tessellation then replaces {RQM

0,α }. The iteration continues
until there is no change in the domain decomposition (that is,
the {RQM

0,α } converges) and is expected to converge faster for
cases containing a large number of points {RQM

0,α }. A Delaunay
triangulation65−68 is then constructed from the family {RQM

0,α }.
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