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We have used finite temperature ab initio molecular dynamics simulations in conjunction with
computation of critical quantum nuclear effects to probe the differences between single-photon
argon tagged action spectral results and infrared multiple-photon dissociation experiments for a
proton bound molecular ion system. We find that the principal difference between the results in these
experimental techniques is essentially that of cluster temperature. The multiple-photon dissociation
experiments conducted using room temperature ions reflect a larger degree of conformational
freedom compared to the colder single-photon argon tagged action spectral results. Our ab initio
molecular dynamics simulation techniques accurately capture the effects of conformational
sampling, adequately reproduce both spectra, and can be utilized to assign the dynamically averaged
finite temperature spectra. © 2008 American Institute of Physics. �DOI: 10.1063/1.2903446�

I. INTRODUCTION

In recent years, there has been great interest in the
experimental1–11 and theoretical12–30 studies of hydrogen
bonded cluster systems. For example, protonated, hydroxide
as well as neutral water clusters have been studied in detail
due to their fundamental role in biological31–35 and con-
densed phase36 chemical systems. In general, hydrogen
bonded systems are of critical interest in a wide range of
areas including materials,37,38 atmospheric,21,22,24–26,39–42

biological,31–35 condensed phase,43–46 and gas-phase cluster
chemistry.1,6,8–11,21,22,24–26

Experimental studies on vibrational properties of hydro-
gen bonded cluster systems have blossomed due to the de-
velopment of sophisticated cluster-based measurement tech-
niques such as argon-tagged single photon action spectral
methods11,30 and the infrared multiple-photon dissocia-
tion7,10,47–50 �IRMPD� approach. Both gas phase single-
photon and multiple-photon vibrational action spectroscopic
techniques have been crucial in deciphering the precise sig-
natures that contribute to dynamics and spectroscopy in hy-
drogen bonded systems. However, the accurate computa-
tional modeling of the processes involved in these
experiments requires the polarizability of the hydrogen
bonding environment7,8 and the changing bonding
topography6,21,22,28,29,44 to be considered, on account of the
fluxional nature of hydrogen bonding systems. This renders
the problem attractive to ab initio quantum mechanical treat-
ment. There have been several theoretical methods utilized to
treat such problems1,6,8,21,22,25,26,28,29,51–62 with varying de-
grees of success. The issue is further complicated by the fact

that single-photon and multiple-photon experiments, them-
selves seem to not always provide transparently consistent
results in many cases.7,8,10,11

In this paper, we demonstrate how finite temperature
ab initio molecular dynamics �AIMD� simulations can be
utilized to model and understand single-photon argon-tagged
vibrational spectral results as well as vibrational properties
obtained from noncoherent multiple-photon dissociation pro-
cesses. We consider here a case study of a proton bound
diether: �Me2O�2H+ �see Fig. 1�a��, which has recently been
studied using both single photon11 and multiple photon
techniques.10 This system is a prototypical organic system
similar in form to the fundamental protonated Zundel cation,
H5O2

+, which has been the subject of much recent experimen-
tal and theoretical debate.6–8,27–30 The differences between
the single-photon and multiple-photon experimental spectra
for the Zundel cation,6,7 seem similar to that in the diether
system discussed here �see Figure 1�b��, but one might, a
priori, expect the proton bound diether to be less compli-
cated to simulate using theoretical models, on account of the
expected lower coupling between the shared and peripheral
protons that are now separated by a stable CO linkage. How-
ever, even here single- and multiple-photon experiments pro-
vide interesting differences that are analyzed in detail as part
of this paper. The spectra in Fig. 1�b� are reproduced from
previous experiments.10,11 The IRMPD spectra are generally
broad as compared to the single photon spectra obtained
from argon tagging of the molecular ion. Furthermore, the
single-photon experiment displays a doublet at �1000 cm−1,
which is not reproduced in harmonic treatment. This aspect
is very much reminiscent of a similar result recently reported
for the Zundel cation.10,11,27 Both argon tagging and IRMPD
are examples of action spectroscopy, based on fragmentation
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induced by the absorption of a single �Ar-tagging� or mul-
tiple �IRMPD� infrared photons. A major difference between
these two techniques is the temperature of the ions involved
in the experiments and this has an important effect on the
observed spectral result. For example, the ions in an argon-
tagged system are created in a supersonic molecular beam
expansion and hence expected to be cold with an estimated
effective temperature of the order of 100 K or lower.11 The
IRMPD spectra, on the other hand, were recorded from room
temperature ions.85 Here, we demonstrate the applicability of
finite temperature AIMD as a computational tool that helps
probe in detail, such complex spectroscopic differences, and
resolve the spectra from both experimental situations. The
central point is that we utilize AIMD to accumulate an
ensemble-averaged vibrational spectrum representing statis-
tical sampling of the conformational space explored by the
ions at a given temperature, as has been previously
shown.21,22,25,26,56,63 At higher temperatures, some conforma-
tions may have significantly different vibrational frequenc-
ies than the global minimum, which manifests as inhomoge-
neous broadening with respect to the harmonic spectrum at
the global minimum.

The paper is organized as follows: In Sec. II, the com-
putational methods utilized are described. These include a
blend of AIMD techniques, electronic structure optimizations
and harmonic frequency calculations, analysis of the quan-
tum nuclear structure of the shared proton, and an analysis of
the intrinsic harmonic modes that contribute to the finite tem-
perature spectrum obtained from dynamics. A discussion of
results is provided in Sec. III and conclusions are given in
Sec. IV.

II. COMPUTATIONAL METHODOLOGIES

A large number of simulations have been conducted
as part of our study employing AIMD techniques, Born–
Oppenheimer molecular dynamics �BOMD�,64–67 and atom-
centered density matrix propagation �ADMP�,24,68–72 as

implemented within a development version of the Gaussian
series of electronic structure codes.73 These simulations uti-
lize the B3LYP hybrid density functional with double-zeta
polarized-diffused 6-31+G** basis, as suggested from previ-
ous studies21,22,24–26,72,74,75 on similar systems. Geometry op-
timization and harmonic frequency calculations are per-
formed to assist the decomposition and assignment of spectra
obtained from finite temperature AIMD simulations. In addi-
tion, we have also investigated the quantum structure of the
shared proton.

A time step of 0.5 fs was chosen for all BOMD dynam-
ics studies while a fictitious mass-tensor scaling value of
0.1 amu bohr2 ��180 a.u.� and a time step of 0.25 fs were
used for ADMP. All AIMD simulations conducted here are
microcanonical �NVE�, with acceptable fluctuations �noted
below� in the internal temperature. Since time-correlation
functions involving nuclear velocities as well as molecular
dipoles are utilized here to obtain vibrational properties, a
constant energy simulation with an associated conserved
Hamiltonian corresponding to the real system is critical. Two
different sets of simulations were conducted, one corre-
sponding to an average temperature of 68 K ��10 K�, while
the other corresponding to an average temperature of 270 K
��40 K�. The lower temperature simulations are expected to
model21,22 the argon-tagged single-photon action spectrum
experiments,11 while the higher temperature simulations are
expected to model the IRMPD experiments.10 �This aspect is
further discussed in Sec. III.� The dynamically averaged vi-
brational spectra were computed using Fourier transform of
the nuclear velocity �represented as FT-VAC� and dipole
�FT-DAC� autocorrelation functions. The results for BOMD
and ADMP are qualitatively similar; hence, all data provided
in the paper are from BOMD simulations.

A. Decomposition of the finite temperature AIMD
spectra in terms of harmonic normal modes

It is relatively straightforward to assign the various
peaks in a harmonic frequency calculation using eigenstates
of the Hessian matrix computed at optimized classical
nuclear geometries. In this section, we introduce an approach
to decompose and assign the finite temperature dynamically
averaged spectra obtained from the AIMD simulations. Since
AIMD goes beyond the small oscillation limit of harmonic
analysis, the results obtained from such a decomposition are
in general different from standard normal mode analysis for
cases dominated by anharmonic potentials �as is the case for
the system treated here�.

At frequency �, the kth mass-weighted velocity compo-
nent of the jth atom V j,k contributes to the vibrational density
of states as a result of its motion which may be expressed in
frequency domain as

Ṽ j,k��� =� dt exp�− ı�t�V j,k�t� . �1�

As per the convolution theorem,76 the FT-VAC �and hence
the vibrational density of states� is identical to the sum over
all values of j and k of the power spectrum of Eq. �1�. Now,
the normal mode vectors, computed at some given geometry,

FIG. 1. �Color online� Vibrational action spectra for �Me2O–H–OMe2�+

obtained from infrared multiple-photon dissociation �top panel of �b��, re-
produced from Ref. 10, and argon-tagged single photon dissociation experi-
ments �bottom panel of �b��, reproduced from Ref. 11. Note the broader
distribution from IRMPD.
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form a complete, orthonormal set since these are eigenstates
of the Hessian matrix. �This includes the �3N−6� vibrational
modes as well as the six low-frequency modes, which are all
considered together in the formal analysis in this section.�
These vectors signify the direction and �small� amplitude
motion of the N atoms within the harmonic approximation.

Since the 3N dimensional vector Ṽ� ���, with components
given by Eq. �1�, also correspond to motion of the N atoms,
but at a fixed frequency and finite temperature �since they are

obtained from AIMD simulations�, we may expand Ṽ� ��� in
the basis of normal mode vectors as

Ṽ� ��� = �
i

Ci��� � Hi
� , �2�

where H� i represents the ith normal mode vector and Ci���

=H� i · Ṽ
� ��� is the contribution of the ith normal mode vector

toward nuclear motion at frequency � during the finite tem-
perature simulation. The net contribution of the ith normal
mode to the vibrational density of states in the frequency
range ��1 ,�2� may then be written as a superposition of all
its contributions inside the frequency range,

Ci
��1,�2� = ��

�1

�2

d�	Ci���	2
1/2

= ��
�1

�2

d�	Hi
� · Ṽ� ���	2
1/2

. �3�

To compare contributions from all harmonic modes in a
given frequency range, we analyze the quantity

Ci
��1,�2�� ��

i

�Ci
��1,�2�2
 �4�

in Sec. III. Equations �2� and �4� may be interpreted as fol-
lows. Equation �2� represents a standard projection of a 3N
dimensional vector onto a complete orthonormal set of vec-
tors. The components of Eq. �2� are then utilized in Eq. �4� to
construct the net contribution of mode i in the frequency
window ��1 ,�2�. This net contribution is essentially the
L2-norm of the �-dependent function �Ci��� for all �
� ��1 ,�2�. In practice, �1 and �2 are chosen to cover the
relevant spectral feature which is determined upon inspection
of the full FT-VAC and FT-DAC spectra. For illustrative pur-
poses, we have noted the choice of �1 and �2 explicitly in
tables later in the paper. Generally, these points are the
closest local minima �or basins� that encompass the spectral
feature of interest.

However, the contribution of mode i described in Eq. �4�
is from the velocity spectrum and does not contain informa-
tion about dipole �or IR� intensities. While all nuclear mo-
tions contribute to the FT-VAC, the dipole spectrum, which
is provided in Sec. III, only contains those spectral features
of the velocity spectrum that also have substantial dipole
fluctuations �as in the experimental situation�. To obtain the
contribution from mode i to the dipole �or IR� spectrum, we
utilize the harmonic IR intensities Ii as

Di
��1,�2� = Ii

1/2 � Ci
��1,�2�. �5�

Again, to compare the relative contributions from all modes
in a given frequency range, we analyze the ratio

Di
��1,�2�� ��

i

�Di
��1,�2�2
 �6�

in Sec. III. The quantity 	Di
��1,�2�	2 may be interpreted as

being proportional to the “corrected IR intensity” at a given
temperature. We utilize Eqs. �4� and �6� to probe the differ-
ences between the harmonic, high and low temperature
results in Sec. III.

However, before we proceed with our discussion, we
must note the following caveat: The decompositions de-
scribed in Eqs. �2�, �4�, and �6� depend on the choice of the

bases �H� i, and hence the choice of the optimized geometry.
For our study on �Me2O–H–OMe2�+, we have carefully ana-
lyzed over a hundred starting geometries to ensure that we
have utilized the global minimum geometry in our analysis.
For other general problems, an investigation of the Ci

��1,�2�

and Di
��1,�2� intensities for multiple optimized geometries

may be necessary before physical conclusions can be derived
from the analysis.

B. Shared proton nuclear quantum effects

To probe the effect of finite temperature on �nuclear�
quantization of the shared proton in �Me2O–H–OMe2�+, we
obtain the shared proton eigenstates using its Hamiltonian in
the coordinate representation,

H�xi,xj;RC� = −
�2

2m
K̃k=2�xi,xj� + V�xi;RC��xi,xj

. �7�

Here, the kinetic energy operator K̃k=2�xi ,xj� is represented in
each dimension using distributed approximating
functionals,77–80

K̃k�xi,xj� =
1

��2�
� − 1

�2�
�k

�exp�−
�xi − xj�2

2�2 �
��

n=0

M/2 �− 1

4
�n 1

n!
H2n+k� xi − xj

�2�
� . �8�

The index k defines the desired derivative, and hence k=2
for the Hamiltonian in Eq. �7�. The H2n+k are Hermite poly-
nomials, �xi is the coordinate representation of the �shared�
quantum proton. V�xi ;RC� represents the hydrogen potential
energy surface computed through hybrid density functional
calculations performed on a three-dimensional grid of proton
coordinates for chosen snapshots from the AIMD simula-
tions. The quantity RC represents the coordinates of all at-
oms apart from the shared proton. The dependence of
V�xi ;RC� on RC implies that the proton potential depends on
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the geometry of the diether system and this aspect is probed
by considering snapshots from the AIMD simulations. �A full
dimensional quantum wave-packet propagation treatment of
the 19-atom system treated here is currently prohibitive.� The
representation in Eq. �8�, however, leads to an extremely
large �million�million� matrix representation for the quan-
tum proton Hamiltonian. We obtain the lowest 30 quantum
eigenstates by using a very efficient iterative Arnoldi itera-
tive diagonalization scheme.56,81–84

The Arnoldi diagonalization process works as follows:
First a random initial vector depicting the proton quantum
state is obtained and the sequential action of the Hamiltonian
on this starting vector is computed to obtain a family of basis
vectors ��ii=0,. . .,M, where M is of the order of 100 �that is
very much smaller than the size of the Hamiltonian matrix�.
The family of vectors ��ii=0,. . .,M form a Krylov83 basis. The
Hamiltonian is then projected onto the Krylov basis to ob-
tained a smaller M �M matrix which can be diagonalized
easily to obtain the first few eigenstates of the proton. The
complexity in this scheme scales as the matrix-vector prod-
uct of the shared proton Hamiltonian matrix in Eq. �7� and
the Krylov space vector. This action is greatly simplified by
the fact that Eq. �8� represents a sparse, banded-Toeplitz ma-
trix which allows for efficient �O�N�� matrix operations.

In Sec. III, we utilize the decomposition technique dis-
cussed in Sec. II A to assign the finite temperature spectral
results and to probe the differences between the results at
different temperatures. We also utilize the treatment of
nuclear quantization discussed here, in Sec. II B, to provide a
qualitative understanding of the effect of temperature on the
spectrum.

III. RESULTS AND DISCUSSION

Harmonic frequencies, obtained at DFT �B3LYP� and
MP2 optimized geometries, are presented on the top two
panels of Figs. 2�a� and 2�b�. As noted from the experimental
spectra provided in the bottom panels of these figures, the
harmonic calculations do not even qualitatively suggest a
source for the observed broadening in the IRMPD spectrum.
Furthermore, the doublet at 1000 cm−1 in the argon-tagged
action spectrum �Fig. 2�b�� is also not reproduced by the
harmonic calculation. This discrepancy is very similar to that
encountered for the protonated Zundel cation, where again a
doublet noted in the argon-tagged action spectrum experi-
ment �at �900 cm−1� was not reproduced by harmonic
analysis and by high level quantum calculations.27 As we
will see below, the underlying subtleties that dominate
the Zundel cation also govern the fundamental organic,
“Zundel-like” system �Me2O–H–OMe2�+ treated here.

To understand the differences between the harmonic
spectral results and the experimental calculations, we con-
struct the Fourier transform of dipole and velocity autocor-
relation functions �FT-DAC and FT-VAC� from AIMD data.
The FT-DAC is presented using the curves labeled AIMD in
Figs. 2�a� and 2�b�. The FT-VAC is used later in this section
to analyze and decompose the finite temperature spectra us-
ing the approach described in Sec. II A. The broad feature in
the 1000–1200 cm−1 region in IRMPD is reproduced reason-

ably well by the 270 K AIMD simulation. However, the ad-
ditional features in the simulated results at 1000–1200 cm−1

seems to indicate that the effective temperature of the experi-
ment is higher than 270 K, which may be consistent with
previous studies.85 The doublet at 1000 cm−1 in the argon-
tagged spectrum is noted through a sharp peak at
�1038 cm−1 and a broader distribution at �1000 cm−1 in the
lower temperature simulation. In addition, the peaks at
1600 cm−1 have higher intensity in the 68 K simulation,
which is not the case of the argon experiment. These aspects
are probed here through a harmonic mode decomposition of
the finite temperature spectra and further unraveled through a
description of the quantum nuclear contributions from the
shared proton.

In Tables I–V, we expand the finite temperature AIMD
spectra using the harmonic normal modes �acquired at a
minimum energy B3LYP structure� to obtain the coefficients
Ci

��1,�2� and Di
��1,�2�, described in Eqs. �4� and �6�. �While the

results for Ci
��1,�2� and Di

��1,�2� presented here were obtained
using the B3LYP optimized geometry and frequencies, we

FIG. 2. �Color online� Finite temperature AIMD, IRMPD �reproduced from
Ref. 10�, argon-tagged single photon action spectrum experiments �repro-
duced from Ref. 11� and harmonic frequencies for �Me2O�2H+.
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have also conducted a similar analysis by using the MP2
optimized geometry and frequencies and found good quali-
tative agreement between the two results.� The notation used
in Tables I–V, to represent the normal modes, is discussed in
the Appendix. Generally, the normal modes are represented
as Hsubscript

superscript, where the subscript indicates the actual normal
mode frequency and the superscript is a notation utilized to
describe the atomic motions that constitute the mode �see
Appendix�. This decomposition facilitates an analysis of the
normal mode couplings involved in the finite temperature
simulations and provides a chemical interpretation for the
finite temperature spectrum in terms of the intrinsic har-
monic modes. In addition, while the analysis in Sec. II A
considers a complete set of harmonic mode vectors, which
includes all 3N harmonic modes, it was found that the high-
est contributions in Tables I–V arise from the �3N−6� inter-
nal modes. In addition, the mode decompositions at different
frequencies are not expected to be orthogonal. That is,

�
i

Ci
��1,�2� · Ci

��3,�4�

= ��
�1

�2

d�	Ci���	2
1/2

· ��
�3

�4

d��	Ci����	2
1/2

	 0.

�9�

Hence, the analysis here does not provide effective
eigenstates at a given temperature but provides a qualitative
description of the normal mode couplings that yield the finite
temperature spectrum.

Before we embark upon a detailed analysis of Tables
I–V, there are a few general features that we must highlight.
First and foremost, we find that both “light” and “dark”
modes �i.e., absorbing and nonabsorbing modes� contribute
to the intensities displayed in Tables I–V. The light modes
are characterized by the larger Di

��1,�2� values, which are pre-
sented in parentheses in the tables. The dark modes have
lower contributions from Di

��1,�2� and higher contributions
from Ci

��1,�2�. �In Tables I–V, the light modes with relatively
high Di

��1,�2� intensities are shown in boldface.� The dark
modes contribute to the respective spectra through intensity
borrowing via intramolecular vibrational redistribution �IVR�
from the light modes. It is further clear upon inspection of all
tables that there are four major light modes present in both
high and low temperature calculations: H788

OPOA-S–COCS-S,
H940

P�–COCS-S, H1297
OPOA-S–CH3rock–COCscissor, and H1555

P↖+CH3S-scissor. As

per the notation described in the Appendix, the mode desig-
nated as H788

OPOA-S–COCS-S couples an antisymmetric triatomic
stretch mode involving the shared proton and the two oxygen
atoms �designated as OPOA-S� with the symmetric triatomic
stretch mode involving the carbons and oxygens �COCS-S�
and occurs at 788 cm−1 in the harmonic calculation. Simi-
larly, H940

P�–COCS-S involves a large amplitude shared proton
stretch coupled to the ether backbone symmetric stretch. The
mode designated as H1297

OPOA-S–CH3rock–COCscissor involves the
OPOA-S antisymmetric triatomic stretch mode coupled to me-
thyl rock and ether backbone scissor motion, whereas the
mode H1555

P↖+CH3S-scissor includes the shared proton motion, di-
rected away from the oxygen-oxygen axis at an angle of 50°,
coupled to a scissor or umbrella motion of the methyl
groups. As expected, these are the same major modes that are
displayed with highest IR intensity in the harmonic spectra in
Figs. 2�a� and 2�b�. All of these modes include contributions
from the shared proton stretch, on account of the large dipole
modulation associated with such a �polarizing� motion. In
addition, there are two modes, H1041

COCA-S–P� and H1201
etherwag–P�,

that have lower intensities in Figs. 2�a� and 2�b�. These
modes contribute as light modes in Tables I–V whenever the
corresponding velocity coefficients Ci

��1,�2� are large. Sec-
ond, we find that the band at �800 cm−1 has “innate inten-
sity” in both high and low temperature simulations since this
is the spectral region where the modes having high Ci

��1,�2�

values also have high Di
��1,�2� values. The rest of the spectral

features have a relatively higher contribution from borrowed
intensity. Furthermore, the coefficients for the dark modes
grow as a function of temperature as we see in our discussion
below.

In Table I, we provide the mode decompositions for the
low end of the spectral region. Both Ci

��1,�2� and Di
��1,�2�

coefficients are provided; Di
��1,�2� are provided within paren-

theses. We only provide modes with Ci
��1,�2�	0.15, however

Fig. 3 lists the contributions from all harmonic modes. This
is coupled to minor contributions from symmetric C–O–C
backbone stretch motion and O–O stretch. The mode desig-
nated as H788

OPOA-S–COCS-S and H940
P�–COCS-S constitute the pre-

dominant contribution in this spectral region for high as well
as low temperature simulations. A relatively minor contribu-
tion arises in both cases from the coupled motion of the
oxygen-oxygen stretch with the COC symmetric stretch. Im-
portantly, the results from decomposition of both FT-VAC
and FT-DAC are consistent in the sense that the coefficients

TABLE I. Analysis of the vibrational harmonic frequency components that contribute in the 800 cm−1 region for both low �68 K� and high temperature
�270 K� AIMD spectra. The normal modes are described in the Appendix. The decomposition coefficients obtained from Eqs. �4� and �6�, i.e., �Ci

��1,�2� and
Di

��1,�2��, are both provided; Di
��1,�2� inside the parentheses. �Threshold for both coefficients are chosen to be 0.15 in all tables.� The light modes, designated

as those having relatively high Di
��1,�2� intensities, are boldface.

Harmonic mode decompositions �at 800 cm−1�a

68 K 0.85

�0.93� H788
OPOA-S–COCS-S +

0.38

�0.36� H940
P�–COCS-S +

0.17

�0.0047� H932
OOS–COCS-S

270 K 0.66

�0.87� H788
OPOA-S–COCS-S +

0.42

�0.47� H940
P�–COCS-S +

0.24

�0.0084� H932
OOS–COCS-S +

0.18

�0.0023� H32
etherA-twist +

0.17

�0.005� H536
OOS–COCS-S

aNote that �1=682 cm−1 and �2=863 cm−1.
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Ci
��1,�2� and Di

��1,�2� are both equally significant in magnitude
for the most dominant modes in this region of the spectrum,
which as we see below is not the case for the other spectral
regions. Furthermore, as noted in Fig. 3, the critical modes
that contribute to both high and low temperature simulations
through Ci

��1,�2� intensities are basically the same, although
the distribution of intensities for the higher temperature
simulation is slightly broad as compared to the low tempera-
ture simulation. In addition, it may be noted from Fig. 3 that
the two modes displaying the lowest Ci

��1,�2� intensities in
Table I at 270 K are only slight lower in intensity at 68 K.
These results may also be compared to recent
experiments10,50 on a variety of proton bound ether systems
where it is noted that the nature of the 800 cm−1 feature is
roughly conserved over a progression of ether groups
studied.

Results in the 1000–1200 cm−1 region are provided in
Tables II and III. In this frequency range, the velocity and
dipole contributions are not uniform and modes that have a
high contribution in the velocity spectrum �characterized by
the larger values of Ci

��1,�2�� may have a far lower dipole
contribution. For example, the coupled O–O stretch, C–O–C
symmetric stretch mode has the most significant velocity
contribution at 1000 cm−1 in the 68 K result �Table II�. How-
ever, the corresponding dipole intensity is very weak. The
proton stretch features H788

OPOA-S–COCS-S and H940
P�–COCS-S, how-

ever, always display a high dipole intensity. In addition, the

weak H1041
COCA-S–P� mode contributes on account of a large

Ci
��1,�2� value. As noted before, the sharp doublet in the

argon-tagged action spectrum is fundamentally different
from the harmonic spectrum in Fig. 2�b�. The finite tempera-
ture simulation reproduces the doublet through the features
at 1000 and 1038 cm−1 which are analyzed in Table II. The
two features are similar and display similar sharp IR inten-
sities, on account of contributions from proton stretch modes
H788

OPOA-S–COCS-S and H940
P�–COCS-S but differ through contribu-

tions from OO stretch and COC symmetric stretch at
1000 cm−1 and methyl wag at 1038 cm−1. This aspect is also
clear from Fig. 4�a�, where the distribution of Ci

��1,�2� inten-
sities is presented. This illustrates the coupling between the
shared proton stretch and the motion of peripheral atoms.
These results are to be compared with recent studies involv-
ing multiconfigurational time-dependent Hartree calculations
on the Zundel cation,27 where it was noted that the coupling
between the OH wag motion from the participating water
molecules and the shared proton stretch are responsible for
splitting the 900 cm−1 singlet peak noted earlier in harmonic
calculations, vibrational configuration interaction, and quan-
tum Monte Carlo studies.8 Here, again we note a similar
contribution from the COC symmetric stretch and the methyl
wag, in the most fundamental organic Zundel-like system
�Me2O–H–OMe2�+, which results in a splitting of the sharp
singlet at 940 cm−1 reported in the harmonic spectrum. This
is, however, not a surprise since in larger, more general pro-
ton donor-acceptor systems �such as those occurring in many
enzymes86�, this kind of coupled motion is responsible for
secondary isotope effects. Hence, it will be interesting to
investigate the dependence of such complex, coupled
motions in the generic �R2O–H–OR2��

+ systems for different
R and R� groups at low temperature. This will be explored in
future publications.

From Table III we note a striking similarity between the
modes that contribute to the 1012 and 1095 cm−1 regions in
the 270 K spectrum and the 1000 and 1038 cm−1 regions in
the 68 K result. However, as is clear from Table III and also
from Fig. 4�b�, there are far greater numbers of harmonic
modes that contribute to the high temperature spectrum as
compared to the lower temperature spectrum. For example,
as shown in Fig. 4�b�, the high temperature distribution
around 1000 cm−1 is broader than the low temperature dis-

TABLE II. Analysis of the vibrational harmonic frequency components that contribute in the 1000–1200 cm−1 region for the low temperature �68 K� AIMD
spectra. The normal modes are described in the Appendix. The decomposition coefficients obtained from Eqs. �4� and �6�, i.e., Ci

��1,�2� and Di
��1,�2�, are both

provided; Di
��1,�2� inside the parentheses. �Threshold for both coefficients are chosen to be 0.15 in all tables.� The light modes, designated as those having

relatively high Di
��1,�2� intensities, are boldface.

68 K

Frequency Harmonic mode decompositions

1000 cm−1a 0.77

�0.045� H932
OOS–COCS-S +

0.49

�0.93� H940
P�–COCS-S +

0.15

�0.34� H788
OPOA-S–COCS-S +

0.15

�0.072� H1041
COCA-S–P�

1038 cm−1b 0.69

�0.44� H1041
COCA-S–P� +

0.51

�0.061� H1147
CH3wag–P� +

0.32

�0.79� H940
P�–COCS-S +

0.14

�0.40� H788
OPOA-S–COCS-S

a�1=875 cm−1 and �2=1015 cm−1.
b�1=1015 cm−1 and �2=1147 cm−1.

FIG. 3. �Color online� Distribution of Ci
��1,�2� for the 800 cm−1 band for low

and high temperature simulations. Note that these plots are only defined for
discrete values of the horizontal axis, i.e., only at the harmonic frequencies,
which explains why the plots are piecewise linear.
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TABLE III. Analysis of the vibrational harmonic frequency components that contribute in the 1000–1200 cm−1 region for the high temperature �270 K�
AIMD spectra. The normal modes are described in the Appendix. The decomposition coefficients obtained from Eqs. �4� and �6�, i.e., Ci

��1,�2� and Di
��1,�2�, are

both provided; Di
��1,�2� inside the parentheses. �Threshold for both coefficients are chosen to be 0.15 in all tables.� The light modes, designated as those having

relatively high Di
��1,�2� intensities, are boldface.

270 K

Frequency Harmonic mode decompositions

1012 cm−1a 0.67

�0.48� H1041
COCA-S–P� +

0.45

�0.038� H932
OOS–COCS-S +

0.28

�0.79� H940
P�–COCS-S

1095 cm−1b 0.47

�0.87� H940
P�–COCS–S +

0.33

�0.16� H1041
COCA-S–P� +

0.26

�0.025� H1147
CH3wag–P� +

0.25

�0.024� H1157
CH3S-wag +

0.19

�0.41� H788
OPOA-S–COCS-S

+
0.19

�0.078� H1201
etherwag–P� +

0.16

�0.066� H1521
P� +

0.15

�0.044� H1547
P� +

0.15

�0.016� H1194
etherwag

1155 cm−1c 0.30

�0.060� H1194
etherwag +

0.38

�0.068� H1157
CH3S-wag +

0.35

�0.061� H1147
CH3wag–P� +

0.28

�0.22� H1201
Etherwag–P� +

0.21

�0.35� H1297
OPOA-S–CH3rock–COCscissor

+
0.24

�0.026� H3192
CHstretch +

0.17

�0.030� H1294
OOS–CH3wag +

0.17

�0.021� H1497
CH3A-scissor–P� +

0.15

�0.63� H788
OPOA-S–COCS-S

+
0.15

�0.044� H1494
CH3S-scissor–P� +

0.15

�0.53� H940
P�–COCS-S

a�1=863 cm−1 and �2=1055 cm−1.
b�1=1055 cm−1 and �2=1118 cm−1.
c�1=1118 cm−1 and �2=1200 cm−1.

FIG. 4. �Color online� Distribution of Ci
��1,�2� for the 1000–1200 cm−1 band

for low �a� and high �b� temperature simulations. Note that these plots are
only defined for discrete values of the horizontal axis, i.e., only at the har-
monic frequencies, which explains why the plots are piecewise linear.

FIG. 5. �Color online� The distribution of harmonic modes for low and high
temperature simulations is shown in �a�. The vertical axis in �a� represents
the number of states that contribute to the velocity spectrum with Ci

��1,�2�


0.15. The relatively higher population for the 1500 cm−1 band at 68 K is
due to the large density of harmonic mode states in this region. See �b� for
a representation of the density of harmonic modes. More than a fourth of the
�3N−6� harmonic modes appear inside the 1450–1550 cm−1 window shown
in the inset of �b�.
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tribution in Fig. 4�a�, with significant contributions from the
low as well as high ends of the spectral region.

The higher frequency mode in Table III displays contri-
butions from modes such as the ether wag, COC scissor mo-
tion, and methyl symmetric wag, which are not seen in any
of the lower spectral regions both at high and low tempera-
tures. Furthermore, the higher frequency mode in Table III
mostly contains “dark” modes, which are characterized by
large Ci

��1,�2� values and relatively small Di
��1,�2� values. This

implies that the 1155 cm−1 peak in the 270 K simulation
mostly appears due to intensity borrowing from the light
H1297

OPOA-S–CH3rock–COCscissor mode. As the temperature is in-
creased, the portion of the potential surface that is sampled
during dynamics may become highly anharmonic, resulting
in the coupling of many harmonic modes. This is essentially
on display for the broad feature extending up to 1200 cm−1

for the higher temperature simulated spectrum and is consis-
tent with the interpretation that the broader spectral features
in the IRMPD spectrum recorded in Ref. 10 result from the
intrinsic higher temperature of the ions. To further probe this

aspect, we present in Fig. 5�a� the number of contributing
normal modes with Ci

��1,�2�
0.15 for the high and low tem-
perature AIMD simulations. Clearly, the higher temperature
simulation is dictated by a far greater number of harmonic
modes as compared to the low temperature result. This can
also be seen from the data in Table IV, which show that the
same principal modes contribute to the 1300 cm−1 region of
both the 68 and 270 K simulations, but that the higher-
temperature spectrum also has contributions from many
more dark modes, as well as two additional light modes.
Furthermore, it is clear that essentially all of the intensity
between 800 and 1300 cm−1 in both simulated spectra is de-
rived from the three light modes involving the stretching
motion of the shared proton �Figs. 6 and 7�.

On the other hand, the spectral decomposition in Table V
indicates no contribution from the shared proton stretch and
is complicated by the large density of harmonic normal mode
states at around 1500 cm−1 �see Fig. 5�b�� and all of these
modes contribute even for the low temperature case. This is
also noted in Fig. 5�a� by the relatively larger number of

TABLE IV. Analysis of the vibrational harmonic frequency components that contribute in the 1300 cm−1 region for both low temperature �68 K� and high
temperature �270 K� AIMD spectra. The normal modes are described in the Appendix. The decomposition coefficients obtained from Eqs. �4� and �6�, i.e.,
Ci

��1,�2� and Di
��1,�2�, are both provided; Di

��1,�2� inside the parentheses. �Threshold for both coefficients are chosen to be 0.15 in all tables.� The light modes,
designated as those having relatively high Di

��1,�2� intensities, are boldface.

Frequency Harmonic mode decompositions

68 K
1300 cm−1a 0.68

�0.10� H1294
OOS–CH3wag +

0.62

�0.90� H1297
OPOA-S–CH3rock–COCscissor

270 K
1320 cm−1b 0.36

�0.057� H1294
OOS–CH3wag +

0.32

�0.50� H1297
OPOA-S–CH3rock–COCscissor +

0.24

�0.12� H1547
P� +

0.30

�0.045� H1147
CH3wag–P�

+
0.27

�0.024� H3192
CHstretch +

0.20

�0.15� H1521
P�

0.17

�0.13� H1201
etherwag–P� +

0.22

�0.038� H1157
CH3S–wag

+
0.16

�0.50� H940
P�–COCS-S +

0.15

�0.57� H788
OPOA-S–COCS-S

a�1=1270 cm−1 and �2=1367 cm−1.
b�1=1200 cm−1 and �2=1418 cm−1.

FIG. 6. �Color online� Distribution of Ci
��1,�2� for the 1300 cm−1 band for

low and high temperature simulations. Note that these plots are only defined
for discrete values of the horizontal axis, i.e., only at the harmonic frequen-
cies, which explains why the plots are piecewise linear.

FIG. 7. �Color online� Distribution of Ci
��1,�2� for the 1300 cm−1 band for

low and high temperature simulations. Note that these plots are only defined
for discrete values of the horizontal axis, i.e., only at the harmonic frequen-
cies, which explains why the plots are piecewise linear.
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modes contributing to the low temperature spectrum at
1500 cm−1, as compared to other frequency ranges. This as-
pect is also indicative of the fact that the effective tempera-
ture of the argon tagged experiments may be lower than
68 K. As a result, lower temperature AIMD simulations are
currently in progress to further refine this region of the spec-
trum.

The preceding results provide a detailed description of
the mechanism of spectral broadening at high temperatures,
namely, the anharmonic coupling between harmonic vibra-
tional modes and intensity borrowing between light and dark
modes. In the next section, we will study the nuclear quan-
tum nature of the “soft” shared proton mode and present
another qualitative explanation for the spectral broadening in
terms of the intrinsic potential energy surface experienced by
the shared proton. However, it is already clear that first prin-
ciples, finite temperature molecular dynamics can provide
insights into argon-tagged single photon as well as multiple
photon experimental processes. While this has been noted
previously21,22,25,56,63 for argon-tagged single photon experi-
ments, the result is relatively new with respect to the mul-
tiple photon �IRMPD� experimental situation. With regards
to comparison of AIMD results with IRMPD, it must be
noted that the IRMPD mechanism involves the noncoherent,
sequential absorption of multiple photons, with IVR medi-
ated randomization of the internal vibrational energy be-
tween absorption events. Specifically for the IRMPD spectra

obtained with a free-electron laser47 as the light source in the
study conducted in Ref. 10, the infrared light typically con-
sists of a train of low-intensity ��10 �J� �1 ps micropulses
with approximately 1 ns spacing. This spacing allows for
deexcitation of the resonant mode by IVR in between micro-
pulses, and the contribution of nonlinear, multiple-photon
processes to the IRMPD spectrum is minimal. Thus,
although the IRMPD process raises the internal vibrational
energy of the ions to above the dissociation threshold, the
critical step is the absorption of the first photon, which is
why the resulting spectra represent the ions at their initial
temperature.

A. Classical and quantum mechanical analysis
of the shared proton distribution

To further probe the effect of temperature on the vibra-
tional spectrum, we provide the distribution of oxygen-
oxygen �OO� distances sampled during the finite temperature
AIMD studies in Fig. 8. It is clear that the higher temperature
simulations have a wider OO distribution. Furthermore, a
one-dimensional slice of the potential surface encountered by
the shared proton at various OO distances is also shown in
red in Fig. 8. As can be seen the shared proton potential
changes from a steep single well potential for smaller values
of the OO distance �in the range of 2.3–2.4 Å� to a broad

TABLE V. Analysis of the vibrational harmonic frequency components that contribute in the 1500 cm−1 region for both low temperature �68 K� and high
temperature �270 K� AIMD spectra. The normal modes are described in the Appendix. The decomposition coefficients obtained from Eqs. �4� and �6�, i.e.,
Ci

��1,�2� and Di
��1,�2�, are both provided; Di

��1,�2� inside the parentheses. �Threshold for both coefficients are chosen to be 0.15 in all tables.� The light modes,
designated as those having relatively high Di

��1,�2� intensities, are boldface.

Frequency Harmonic mode decompositions

68 K
1566 cm−1a 0.31

�0.049� H1479
CH3A-scissor–P� +

0.30

�0.17� H1515
CH3S-scissor–P� +

0.30

�0.054� H1483
CH3scissor-rock–P� +

0.29

�0.091� H1492
CH3S-umbrella +

0.29

�0.12� H1494
CH3S-scissor–P�

+
0.28

�0.11� H1498
CH3A-scissor–P� +

0.28

�0.19� H1493
CH3scissor-rock +

0.27

�0.20� H1506
CH3scissor-rock–P� +

0.26

�0.31� H1521
P�

+
0.26

�0.21� H1547
P� +

0.26

�0.79� H1555
P↖ + CH3S-scissor +

0.16

�0.029� H1497
CH3A-scissor–P�

270 K
1545 cm−1b 0.40

�0.10� H1464
CH3A-umbrella–P� +

0.23

�0.039� H1479
CH3A-scissor–P� +

0.22

�0.15� H1493
CH3scissor-rock +

0.22

�0.16� H1506
CH3scissor-rock–P� +

0.22

�0.041� H1483
CH3scissor-rock–P�

+
0.21

�0.26� H1521
P� +

0.21

�0.17� H1547
P� +

0.21

�0.090� H1494
CH3S-scissor–P�

0.21

�0.12� H1515
CH3S-scissor–P� +

0.20

�0.066� H1492
CH3S-umbrella

+
0.20

�0.63� H1555
P↖ + CH3S-scissor +

0.19

�0.077� H1498
CH3A-scissor–P� +

0.17

�0.039� H3192
CHstretch +

0.17

�0.0057� H3166
A–CHstretch

+
0.16

�0.030� H1497
CH3A-scissor–P� +

0.16

�0.055� H3163
S–CHstretch

a�1=1478 cm−1 and �2=1630 cm−1.
b�1=1418 cm−1 and �2=1664 cm−1.
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and flat single well �through the range of 2.4–2.5 Å�
and finally a double well potential for the large OO distances
�in the range greater than 2.5 Å�.

The effect of this fluctuation in OO distances on the
trapped proton can be understood by analyzing the eigen-
states of the quantized proton on each of the potentials de-
picted in Fig. 8. These computations are carried out through
Arnoldi diagonalization of the three-dimensional proton
Hamiltonian given in Eq. �7�. The discretization is performed
inside a box that is 1.0 Å wide along the OO direction as
well as along the orthogonal directions. The potential energy
surface is computed inside this box �on a regular grid� using
the B3LYP /6-31+G** level of theory.

In Fig. 9, the evolution of the symmetric zero-point state
�black�, an excited “p-type” protonic vibrational state spread
along the oxygen-oxygen axis �red�, and an excited “p-type”
state spread perpendicular to the oxygen-oxygen axis �blue�
are shown with respect to OO distances encountered during
AIMD. For small distances the state oriented along the
oxygen-oxygen axis is actually higher in energy as compared
to the state perpendicular to the axis, while the situation is
reversed for larger distances. Clearly, this has an important
influence in the spectral results since the lower temperature

calculations mainly sample the smaller values of OO dis-
tance, whereas the higher temperature calculations are influ-
enced by the larger fluctuation in OO distance.

A qualitative understanding of the reordering of eigen-
states is achieved upon inspection of the one-dimensional
proton potentials parallel and perpendicular to the oxygen-
oxygen axis. For smaller oxygen-oxygen distances, the one-
dimensional proton potentials parallel to the oxygen-oxygen
axis are more constraining and steeper as compared to the
nature of the potential perpendicular to the oxygen-oxygen
axis. This essentially raises the energy of states directed
along the OO axis. For larger oxygen-oxygen distances, the
situation is reversed and the proton potentials parallel to the
oxygen-oxygen axis are less constraining as flatter single
well and double well potentials are explored �see Fig. 8�. As
a result, as larger oxygen-oxygen distances are sampled, the
transition frequency along the oxygen-oxygen axis gets low-
ered with respect to the transition perpendicular to the axis.
Hence, the overall symmetry of the sampled potential surface
changes at high temperatures which has an important impact
on the observed and calculated vibrational spectra.

The findings in this section indicate that there is a strong
correlation between the oxygen-oxygen distances sampled
during finite temperature dynamics and the ordering of the
shared proton eigenstates. These findings provide a qualita-
tive measure of the difference in shared proton behavior at
various temperatures. These results are, however, not to be
confused with those obtained in the previous section, where
the motions depicted involve all atoms in the system, while
the conclusions presented here are germane to nuclear
quantization involving only the shared proton.

IV. CONCLUSION

In order to understand the differences between single-
photon argon-tagged action spectroscopy and IRMPD ex-
periments, we consider a prototypical hydrogen bonded or-
ganic system, the proton bound dimethyl ether dimer,
�Me2O�2H+, which has been studied by several
experiments10,11,50 recently. It is noted that the spectral fea-
tures differ in vibrational broadening depending on the ex-
perimental method used. In our study, we have utilized
AIMD techniques, BOMD, and the ADMP, along with ge-
ometry optimization and harmonic frequency analysis at the
DFT and post-Hartree Fock �MP2� levels of theory. In addi-
tion, we have also computed nuclear quantum effects arising
from the shared proton as a function of different oxygen-
oxygen, effective donor-acceptor “gating mode” distances.
We have also assigned the finite temperature AIMD results at
different temperatures to understand the differences between
the spectra obtained at various AIMD temperatures.

To probe the spectroscopic signatures, we obtained the
dynamically averaged spectra by computing the Fourier
transform of both nuclear velocity �FT-VAC� and molecular
dipole �FT-DAC� autocorrelation functions. We find that the
low temperature AIMD results provide a qualitative explana-
tion for the argon tagged action spectral results, whereas the
higher temperature simulations present a good description of

FIG. 8. �Color online� The oxygen-oxygen radial distribution function for
�Me2O–H–OMe2�+. A one-dimensional slice of the average potential en-
countered by the shared proton along the oxygen-oxygen axis is shown in
red for each vertical slice. For example, the shared proton encounters an
average double-well potential when the oxygen-oxygen distance is between
2.5 and 2.6 Å. On the contrary, the potential is a single well when the
oxygen-oxygen distance is between 2.3 and 2.4 Å. This leads to the tem-
perature dependence of the vibrational spectrum. The vertical spread of all
the red curves is �3.8 kcal /mol.

FIG. 9. �Color online� Evolution of the shared proton zero point energy and
excited states de-localized parallel �� in figure� and perpendicular �� in
figure� to the oxygen-oxygen axis are shown with increasing interoxygen
distance for �Me2O�2H+.
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the IRMPD results. In order to spectroscopically assign the
dynamically averaged, finite temperature AIMD spectral re-
sults, we project the FT-VAC onto a complete set of har-
monic normal mode vectors. By doing so, we have resolved
the doublet around 1000 cm−1 present in the argon-tagged
single-photon spectrum �but not present in the normal mode
harmonic spectral result� as occurring due to coupling be-
tween the backbone ether triatomic �COC� symmetric
stretch, the oxygen-oxygen stretch, and the methyl wag
modes with the shared proton stretch. These results are very
much reminiscent of the recently resolved Zundel cation sys-
tem where the coupling between the shared proton stretch
and the motion of peripheral atoms27 are responsible for
splitting the 900 cm−1 singlet peak noted in earlier harmonic
calculations.5 Here, a similar contribution from the COC
symmetric stretch and the methyl wag, in the proton-bound
dimethyl ether dimer, the most fundamental organic Zundel-
like system, results in splitting the sharp singlet at 940 cm−1

reported in the harmonic spectrum.
Our AIMD studies also indicate that the IRMPD results

are broad in distribution due to the intrinsic higher ionic
temperature. This allows the system to sample a broader
range of the �anharmonic� potential energy surface which, in
general, couples many more harmonic modes as compared to
argon-tagged result. This aspect is clearly noted in our har-
monic decomposition analysis of the temperature dependent
vibrational density of states, where we find that both high
and low temperature spectral features display a similar pat-
tern of contributions from the underlying harmonic normal
modes, i.e., both the low and high temperature results show a

similar light mode distribution. However, the higher tem-
perature results demonstrate a larger set of dark modes as
compared to the lower temperature results. The intrinsic
higher ionic temperature in IRMPD is further confirmed by
computing nuclear quantum effects due to the shared proton,
which suggests that at higher temperatures, a wider range of
oxygen-oxygen distances are sampled. This changes the in-
trinsic form of the shared proton potential surface from a
narrow, confining single well to a broader double-well-type
potential. This kind of temperature assisted potential energy
transformation has an important role on the IRMPD spectral
result.

ACKNOWLEDGMENTS

The research is supported by American Chemical
Society Petroleum Research Fund �SSI� and the Arnold
and Mabel Beckman foundation �SSI�. A TeraGrid allocation
to author SSI is also deeply acknowledged.

APPENDIX: HARMONIC SPECTRAL ASSIGNMENTS

The harmonic spectral assignments and the glossary for
the symbols utilized to depict these modes in the main manu-
script can be found in Tables VI–IX. The arrows represent
harmonic mode components. The mode symbols are ar-
ranged as Hsubscript

superscript where the subscript indicates the actual
normal mode frequency and the superscript is a notation uti-
lized to describe the mode. The mode is described in the
tables both in text as well as pictorially.
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TABLE VI. Notation used in the main text to describe the harmonic normal modes.

Symbol Description Mode

H
etherA−twist

32 asymetric twist of the two methyl ether groups

H
OOS−COCS−S

536 Oxygen-Oxygen stretch coupled to C-O-C backbone
symmetric stretch

H
OPOA−S−COCS−S

788 Oxygen-Proton-Oxygen three atom asymmetric stretch
coupled to C-O-C backbone symmetric stretch

H
OOS−COCS−S

932 oxygen-oxygen stretch coupled to C-O-C backbone
symmetric stretch

H
P�−COCS−S

940 Shared proton stretch coupled to symmetric C-O-C
stretch

H
COCA−S−P⊥

1041 C-O-C asymmetric stretch coupled to proton motion
perpendicular to oxygen-oxygen axis

H
COCA−S−P⊥

1041 C-O-C asymmetric stretch coupled to proton motion
perpendicular to oxygen-oxygen axis (orthogonal and
degenerate to the previous mode)

H
CH3wag−P⊥

1147 methyl group wag coupled to proton motion perpendic-
ular to oxygen-oxygen axis

H
CH3wag−P⊥

1147 methyl group wag coupled to proton motion perpendic-
ular to oxygen-oxygen axis (orthogonal to the previous
one)
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TABLE VII. Notation of harmonic modes used in the decomposition of dynamically averaged spectra.

Mode Demonstration

H
CH3S−wag

1157 symmetric wag in the two C-O-C
backbone methyl groups

H
CH3S−wag

1157 symmetric wag in the two C-O-C
backbone methyl groups(orthogonal
to the previous one)

H
Etherwag

1194 Dimethyl ether wag

H
Etherwag−P�

1201 Dimethyl ether wag coupled to
shared proton stretch

H
OOS−CH3wag

1294 O-O stretch coupled to C-O-C back-
bone scissor, methyl wag and proton
perpendicular motion

H
OPOA−S−CH3rock−COCscissor

1297 oxygen-proton-oxygen asymmetric
stretch coupled to methyl rock and
C-O-C backbone scissor

H
CH3A−umbrella−P⊥

1464 asymmetric umbrella motion in the
two C-O-C backbone methyl groups
coupled to proton perpendicular

H
CH3A−umbrella−P⊥

1464 asymmetric umbrella motion in
the two C-O-C backbone methyl
groups coupled to proton perpen-
dicular(orthogonal to the previous
one)

H
CH3A−scissor−P⊥

1479 asymmetric scissor in two C-O-C
backbone methyl groups coupled to
proton perpendicular
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TABLE VIII. Notation of harmonic modes used in the decomposition of dynamically averaged spectra.

Symbol Mode Demonstration

H
CH3scissor−rock

1493 scissor and rock in two C-O-C backbone
methyl groups

H
CH3scissor−rock−P⊥

1483 scissor and rock in the two C-O-C backbone
methyl groups coupled to proton perpendicu-
lar

H
CH3S−umbrella

1492 symmetric umbrella motion of methyl groups

H
CH3S−scissor−P⊥

1494 symmetric scissor in the two C-O-C backbone
methyl groups coupled to proton perpendicu-
lar

H
CH3A−scissor−P⊥

1497 assymetric scissor in the two C-O-C backbone
methyl groups coupled to proton perpendicu-
lar

H
CH3A−scissor−P⊥

1498 assymetric scissor in the two C-O-C backbone
methyl groups coupled to proton perpendicu-
lar

H
CH3scissor−rock−P⊥

1506 scissor and rock in the two C-O-C backbone
methyl groups coupled to proton perpendicu-
lar

H
CH3S−scissor−P⊥

1515 symmetric scissor in the two C-O-C backbone
methyl groups coupled to proton perpendicu-
lar

HP⊥
1521 proton perpendicular
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